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pers, university context and the industrial or commercial sector. These results are directly related to the 
statistical aspect and the new phenomenon of the star enunciator and the use of  statistics in the Internet, 
especially in websites such as university websites, social networks, digital newpapers and magazines, 
portals, etc., whose consequence in the short and middle term may be the total destruction of transpar-
ency in the communication process among the users of the interactive systems and the freedom of access 
to true online information.
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century the role of deterministic interpretations has been very strong. The focus is on technologies and 
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If you have built castles in the air, your work need not be lost; that is where they should be. Now put 
the foundations under them.

Henry David Thoreau (1817-1862)

In the word communicability we find implicitly the notion of quality. However, in the current book we 
use the word quality to boost the idea of seeking it in the implicit and explicit process of communication 
in the interactive multimedia/hypermedia systems. Here we understand as communicative process the 
continuous feedback between the user and the contents in the dynamic and static means of the hyper-
media system. In this qualitative feedback the user comes into direct contact with the design aspects of 
the interactive system, such as the cognitive model used by the designer or his team. 

In our case, we consider the design of these hypermedial on-line and off-line systems made up by 
several categories bi-directionally interrelated among them, such as presentation, navigation, structure, 
connectability and panchronism and content. In the presentation, all the variables related to metaphor, 
the graphical aspects of the interface (colors, typography, photographies, maps, etc.), the topographical 
disposition of each one of the static and dynamic means, etc come into play. Navigation represents the 
set of possibilities that the user has in each moment in the interaction of knowing where he is, where 
he comes from and where she/he can go, the different ways of activating and disactivating the dynamic 
means, etc. The structure is the architecture that makes up the nodes and links in the system, the mo-
dalities of access to the hyperbase data, that is to say, index or menu, direct search, etc. It is understood 
as panchronism the synchronization among the different dynamic means of an interactive system, for 
instance, the audio with animations, the audio with video subtitles, the face movements of the virtual 
characters or synthesis with the voice, etc. The content is mainly aimed at the study of the text organi-
zation and exceptionally the static images, as in the first hypertextual systems, for instance. All these 
categories and their different components make up our notion of design of an interactive system.

As it can be seen, it is an area which belongs to software and computer science engineering, human 
computer interaction and usability engineering. However, in contrast to what was partially established 
during the last two decades, in the design of interactive systems by the three enunciated engineerings, 
here we consider essential the communication variable from the perspective of social sciences. That is 
to say, communicability exists in the interaction between formal sciences and factual sciences enunci-
ated by Mario Bunge1. This communicative perspective is essential even to avoid the butterfly system 
of redundance, vagueness, ambiguity and lack of originality in numerous research works as can be seen 
in the following graphics:

Preface
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Figure 1. Originality equal to zero in ‘butterfly’ research

The problem in this mistake that is currently being caused in the lack of an analysis methodology of 
the real requirements of the users through the usability heuristic techniques is due to the difference of 
university study programs among the different continents. For instance, in software engineering, with 
the purpose of improving the quality of the products and services, the incorporation of psychologists, 
anthropologists, sociologists in the analysis team was promoted. This happened at the dawn of the nine-
ties, that is to say, it coincided in time with the principles of usability engineering as stated by Jakob 
Nielsen2. Those were years in which the personal computers compatible with IBM and with Windows 
operating systems had erupted in daily life. The momentum of the phenomena put to rest in many cases 
the traditional typewriter, thanks to the first word processors, such as the Wordstart or WordPerfect.

This phenomenon, joined to the first bases of commercial data of easy programming such as dBase, 
the calculation sheets with graphics, was due to generate a fast change in the attitude of users towards 
computers because they would not only have them in their daily working activity, but also in the home. 
Besides, it was a period in which the first video games through the computer made their appearance in 
the family context. That is to say, a time where usability had its great protagonism, especially because 
of the yearning to learn to use the operating systems, educative applications, pastimes, etc., by millions 
of users in the whole world. Simultaneously, the aegis of the personal computer (hardware and software 
more efficient and at a lower cost), the evolution of the interactive systems took place, going from hy-
pertext to interactive multimedia until reaching the off-line hypermedia systems, with its star being in 
the mid-nineties in Europe the CD-ROM support, to then be replaced by the current DVD, before the 
end of the millenium. Also in the mid-nineties the use of the Internet was democratized and the first 
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hypermedia systems started to be on-line. In all this evolution those software, hardware, telecommunica-
tions professionals, etc. played an active role, whereas the professionals required for the quality of the 
software coming from the social sciences were left behind in second place.

Now in the history of sciences, the social sciences have always had fewer financial resources for re-
search in those university studies centers where they coexist with formal and with factual sciences. This 
is one of the reasons why communicability has not been considered in the design of interactive systems 
and even in the recent maps that have been made of the different areas that make up the User-Centered 
Design3. The problem lies in many cases in the management of those funds, that is, a technician or an 
engineer is preferred to a holder of a bachelor degree in social sciences. This reality is the common de-
nominator in many Latin cultures. In contrast, in the English speaking environment, the motives respond 
to the structuring of university careers. For instance, the studies about informatics, telecommunications, 
systems, etc., lacked subjects related to the social training of the future professional, that is to say, soci-
ology, social psychology, cultural systems, etc. A great exception to this rule in the American continent 
is to be found in the old syllabuses of several public universities in the South and Central America. A 
way to make up for this shortcoming in the training of the future computer professional in Europe, has 
been to take short-duration masters courses. Here it is necessary to make a distinction between official 
masters in the public institutions of the state from those that pursue a purely market-oriented purpose 
taken in private universities and subsidized by regional governments. The latter usually even have an 
external appearance and a plan of study (the names of the subjects, for instance) similar to those of the 
public or state university institutions, but the degree of the requirements to the student body is practically 
null. Consequently, both the European computer experts and their American counterparts lack theoretical 
knowledge or experiences in social sciences. This lack has seriously damaged the speed of the evolution 
of high quality interactive systems.

The methods and techniques presented for the assessment of the quality of the software in general 
and belonging to the field of heuristics, stem from the social sciences and the statistics that were applied 
to the studies made in the social or mass communication media. With regard to the terms social or mas-
sive, the former have a lesser power of persuasion and manipulation of communication as compared to 
the latter, although the receptor of the message is the general public or what we would nowadays call 
on the Internet, a virtual community or social network. Another difference between both notions lies 
in the final purpose such as for example the common welfare of all, in the social media, in contrast to 
the business-like nature of the mass media. That is to say, the receptors of the multimedia contents may 
have a bigger or lesser critical ability or reflexive, at the moment of making decisions. In both cases, the 
techniques used by statistics to gather information from the public at large, such as interviews, direct and 
indirect observations, lab trials, etc., have always taken this great differentiation into account. With the 
first commercial hypertextual systems and in off-line support usability engineering was born in the 1990s. 
From mathematics and computer science began a convergence towards social sciences with the purpose 
of finding the final quality of the commercial products and aimed at the users of the whole world.

 However, this convergence was aimed at the acceptability of the systems. In regard to this, Jakob 
Nielsen established the difference between social acceptability and practical acceptability. In the latter, 
he cited several components such as compatibility of the system, reliability, cost, usefulness, etc. In 
Nielsen’s concept of usefulness is the origin of the usability notion with its five principles:  easy to learn, 
efficient to use, few errors, easy to remember and subjectively pleasing4. However, the communicative 
factor that lies implicit in any interaction process in the old and new means of social communication is 
not taken into account. The current compendium is somehow intended to fill this gap. The main goal is 
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to increase the quality of communicability in interactive systems and to introduce a new professional 
in the context of the information science, technology and management called an “heuristic assessor of 
qualitative communicability in interactive systems”. The secondary targets are to present a series of 
works in which it is possible to analyze the current state of the new technologies in several American 
and European universities and to create an area of excellence among the formal and factual sciences 
aimed at constantly increasing the quality of interactive systems, especially those related to multimedia/
hypermedia on-line and off-line. We briefly present each one of the works developed by their authors. 

 In the first chapter, “Communicability in Educational Simulation”, its author Emma Nicol presents 
two examples of the first generation of dedicated educational simulation engines, that is, software dedi-
cated to the building and running of educational simulations. The work begins with a discussion of the 
history of simulation in learning with a focus on professional learning, and goes on to discuss the virtual 
environments of SIMPLE and Cyberdam and their genesis in the virtual town of Ardcalloch. A discussion 
is made of evaluation outcomes from both of these projects, the implications for professional learning 
in higher education and a discussion is made of possible future directions for simulation environments 
of this type. Definitions of the various types of simulation are offered and simulation’s place within the 
wider  context of e-learning and gaming is outlined. Taking her lead from earlier work by Cipolla-Ficarra, 
the author proposes some additional communicability measures for simulation environments.

In “Venture to the Interior: Virtual Object Lessons” the authors, Andreas Kratky and Juri Hwang, 
present an extension of the project One Laptop Per Child (OLPC), which to puts computers for the 
learning process within the reach of all students. In it are described a series of strategies followed in 
the work ‘Venture to the Interior’ using digital content belonging to the Museum of Natural History in 
Berlin, Germany. The project has demonstrated the interesting possibility of educating using tangible 
and historical objects of the mixed reality environment. This end has been achieved using a combina-
tion of bidirectional and three-dimensional graphic informatics techniques. Aside from the use of the 
key features of digital photography. the objects are presented in their context with a high visual quality 
which facilitates human-computer interaction.

In the research presented by A. Bellucci, A. Malizia, P. Díaz, I. Aedo, with the title “The Anatomy 
of Web 2.0: The Web as a Platform to Promote Users’ Participation and Collaboration” its authors 
carry out a diachronic analysis of the different versions of the Internet, that is to say, past, present and 
future of the net. A meticulous historic description stresses each one of the main characteristics and 
components that the current net offers to the user. In its pages there are each of the services of the new 
generation aimed at the Web 2.0 and Web 3.0 virtual community. This text is a detailed summing-up of 
the technological evolution of the Internet, in very multifarious sectors which range from entertainment 
to on-line training.

Maria Claudia Buzzi, Marina Buzzi and Barbara Leporini are authors of the work titled “Accessibil-
ity and Usability of Web Content and Applications” where are presented the main aspects related to the 
access to the contents and the use of interactive systems for users without physical hindrances or those 
who have some kind of disability. Besides, they make a complete description accompanied by several 
examples of the advantages of usability and accessibility of on-line information. A case study –web inter-
action of totally blind persons serves to show us the main aspects of their research work, especially from 
the point of view of the simplification of the user computer interaction, such as their general guidelines 
for simplifying interaction via use of a screen reader and the increase of quality in the interaction of all 
the kinds of potential users, with the on-line multimedia systems mainly.
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In the chapter named “A Diacritical Study in Web Design: Communicability Versus Statistical Ma-
nipulation,” the authors present a heuristic study of credibility destruction on-line through the statistics 
and the persuaders and manipulators of the information in the virtual communities, named as “star enun-
ciators”. The analysis of the communicability for education, industrial information and general news, 
carried out in the contents of the websites of Southern Europe, particularly between Italy and Spain. A 
series of examples in the evolution of the web make it plain how the transparency of information disap-
pears in those environments where the parochialism defined by Saussure prevails. Besides, basic and 
frequent statistics notions are presented to be used by the communicability evaluators.

In the work titled “How to Develop Intelligent Agents in an Easy Way with FAIA,” the authors, Jorge 
Roa, Milton Pividori, Ma. De los Milagros Gutiérrez and Georgina Stegmayer present the importance 
of the relationship between artificial intelligence and games in the university educational environment, 
in the context of engineering. In it is made a comparison of FAIA (Framework for Intelligent AI Agents) 
with existing approaches. After that, the framework architecture is shown in detail, its components and 
the concepts involved in its design. We also find some examples of FAIA instantiation with an agent that 
solves a search problem and an agent that uses situation calculus to decide its movements are explained 
and exemplified with real problems in detail. Finally, the main advantages of the FAIA framework are 
cited.

In the chapter “E-Governance Survey on Municipalities Web Sites” the authors, Rocío Andrea Ro-
dríguez, Daniel Alberto Giulianelli, Pablo Martín Vera, Artemisa Trigueros and Isabel Beatriz Marko,  
analyze the main advantages of distance government through the use of the new technologies to speed 
up the citizen’s negotiations in front of the public institutions, for instance. Their work is aimed basi-
cally at usability, tending to improve the quality of the design of the on-line information in regard to 
government management in city councils. In this regard a series has been made of detailed heuristic 
assessments of 30 Argentinian websites, whose results and conclusions are presented in a detailed way 
in an Annex 2 (see annex section). 

André Koscianski, author of “Changing the Rules: Injecting Content into Computer Games,” starts 
with a brief state of the art and the historic evolution where the importance of the video games in edu-
cation is made clear. Under an interdisciplinary perspective it presents in detail the different stages of 
design, the importance of the communicative process among programmers, professors and artists for 
the generation of the video games with educational purposes. A set of examples are presented along its 
pages. Also are made clear the main advantages of introducing the video games in the classroom.

In “An Integrated Process for Aspect Mining and Refactoring,” its authors Esteban S. Abait, Santiago 
A. Vidal, Claudia A. Marcos, Sandra I. Casas and Albert A. Osiris Sofia present essential aspects inside 
object-oriented programming by using implicit criteria of the communicability inside software engineer-
ing. They propose a systematic process for the migration of object-oriented systems to aspect-oriented 
ones. The migration is achieved in two main steps; crosscutting concern identification (aspect mining) and 
code transformation (aspect refactoring) A detailed description of the process allows having an overall 
view of the problems to be faced and the developed solution. Besides, the results of JHotDraw, to Java 
object-oriented framework. (JHotdraw is a framework for drawing structured 2D graphics).

With a detailed explanation of the concepts behind the interactive media art piece The Imaginary 
20th Century, Andreas Kratky, author of the chapter “The Imaginary 20th Century: Reconstructing 
Imagination”, examines the possibilities of interactive media to convey the an understanding for the 
mental climate of the historic period of the turn of the 19th to the 20th century. He explains how the piece 
uses a large database of period documents the piece reconstructs the imaginative processes how people 
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imagined their future extrapolating from the information available. After a methodological discussion of 
imagination and the processes involved the chapter outlines the concepts of the art piece, the selection 
of materials and the aesthetic decisions that were made for the piece. 

In the chapter “Communicability Era: New Professionals for Interactive Systems” its authors, present 
the profile of a new professional in the context of design and communicability. This professional pos-
sesses a set of skills and/or experiences deriving from several sectors of the formal and factual sciences. 
The work begins with a brief description of the state of the art in education and the new technologies, 
stressing the intersection between both. Then are presented each one of the areas of knowledge of the 
new professional and the main reasons why the epistemological principles of the sciences should be fol-
lowed, ruling out the mercantilistic factor in the public or state educative institutions. Simultaneously, a 
constant study of the terminology used in the design is made, the communicability, software and system 
engineering, usability engineering and human-computer interaction. 

In the Annex 1 are the main notions of descriptive statistics. Besides, there is a series of examples in 
regard to the loss of credibility of the information in the interactive systems on-line, deriving mainly from 
the education and the entrepreneurial sector and the mass media (the surnames have been eliminated or 
modified to keep the anonymity of the ‘star enunciators’ and their collaborators). In the second annex 
are the detailed results of the research work made in Chapter 7 “E-Governance Survey on Municipali-
ties Web Sites”. 

Finally, in the section of additional bibliography, the reader who is interested may find books, 
magazines links to websites, etc. to go deeper into each one of the subjects that the several authors have 
presented along these pages.

EndnotEs
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Chapter 1

Communicability in 
Educational Simulations

Emma Nicol
University of Strathclyde, UK

IntRodUCtIon

Higher education has been undergoing radical 
change in recent times with regard to ever increasing 
student numbers, decreasing funding, and staffing 
and other resource issues. In response to these in-
creasing pressures, higher education institutions are 
turning increasingly to the use of digital technology 
to facilitate the teaching and administration of un-
dergraduate and postgraduate courses. Rather than 
relying solely on VLEs, which are in many cases 

acting as little more than repositories for course 
information and other resources, currently there is a 
small but growing number of institutions throughout 
the UK, and increasingly, beyond, that are having 
great success in employing dedicated simulation 
technology to facilitate teaching and learning on their 
courses, and it is with these dedicated simulation 
engines with which this chapter concerns itself. The 
chapter will begin by looking at the historical use of 
simulation in learning and will review the research 
that has accompanied this. What then follows is a 
discussion of the current use of dedicated simulation 
environments in higher education with reference to 

ABstRACt

Simulation and game-based learning are powerful modes of learning that are used in many fields includ-
ing subjects as diverse as medicine and aviation. While institutes of further and higher education are 
making increasing use of VLEs to deliver teaching and learning, there are currently few examples of 
simulated environments for learning. The SIMPLE (Simulated Professional Learning Environment) and 
Cyberdam environments are two of the few dedicated simulation environments. This chapter will look 
at both of these environments and the results of user evaluations to determine what makes a simulation 
environment successful and what aspects of a simulation environment would have to be evaluated in 
order to establish its communicability.

DOI: 10.4018/978-1-61520-763-3.ch001
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a few successful examples of their deployment in 
a number of institutions and countries, in a vari-
ety of subject disciplines and at various different 
levels of education. There will be a discussion 
of the factors that have combined to produce 
successful simulations in these environments, 
in particular the design of the simulation itself 
and the usability and communicability aspects of 
the software on which the simulations run. The 
chapter continues by making recommendations 
for the successful design, development and use 
of digital simulations in higher education with 
reference to communicability, and with regard 
also to the human interaction requirements of the 
user groups involved. It concludes by consider-
ing possible future directions for simulation in 
higher education.

WHAt WE MEAn BY sIMULAtIon

In recent years the term simulation has become 
associated with a wide range of different types of 
instructional exercises and experiences. It is impor-
tant to distinguish between symbolic simulations 
and experiental simulations (Jonassen, 2003). 
Symbolic simulations are those simulations that 
‘depict the characteristics of a particular popula-
tion, system or process through symbols; and the 
user performs experiments with variables that are 
a part of the program’s population’ (Encyclope-
dia of Educational Technology, 2009). Symbolic 
simulations are often employed in fields such 
as economics, management, and the sciences 
(Windschitl & Andre, 1998). The use of flight and 
other simulations in the teaching of engineering 
sciences for example has been commonplace for 
many decades, and Monte Carlo type simulations 
are often to be found on the curriculum of man-
agement degree courses. Experiential simulations 
by contrast are generally based on case studies or 
scenarios and include role-play and activity in an 
environment that reconstructs aspects of real life 
(Maharg, 2006a). The use of experiential simula-

tions is most common in social science subjects 
and in professional learning. Increasingly, the 
distinctions between the two types of simulation 
are lessening in part because of the recent advances 
in the technology that can be used to support them 
(Barton & Maharg, 2006).

sIMULAtIon In EdUCAtIon

There is a long history of the use of simulation 
in education in a variety of disciplines, with the 
tools required often being little more than the 
humble paper and pen. There are many recorded 
instances from throughout the 20th century, for 
example, of mock courts being used to teach legal 
procedures to law students, a practice that contin-
ues in countless higher education institutions to 
this day. In recent times, much of the pioneering 
work on educational simulations has been carried 
out in the field of medical education. Patients are 
now routinely simulated to allow trainee doctors 
and nurses to gain experience in how to interact 
with potential future patients by responding ap-
propriately to the needs and requirements of the 
simulated patient. The nature of the knowledge 
and skills gained from taking part in such simula-
tion activities is often more complex than might 
be imagined. In a study by Stedeford (2003), a 
simulation approach was used to assess not only 
the patienthandling skills of the students, but also 
their medical knowledge. The study showed that 
the use of this educational approach meant that 
students improved in both areas, allowing them 
to learn the synthesis of skills and knowledge that 
they would use in the workplace.

Simulations allow the learner to get as close 
to genuine practice of their chosen field without 
any of the risks or consequences that having them 
act in the real world might incur. Taking part in a 
simulation exercise allows students to interact in a 
close to realistic setting, free from the dangers of 
harming clients or patients, free from the risk of 
losing the company millions or at worst causing 
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death or severe injury. They allow students the 
chance to make mistakes and to learn from them 
long before they are in the situation where their 
actions could have far reaching consequences. 
Taking part in a simulation exercise might allow 
students to perform tasks that they might not be 
permitted to do during internships or traineeships 
for example.

During the eighties and nineties, a number of 
studies that sought to evaluate the effectiveness 
of simulations as a learning tool pointed to only 
limited gains from the use of simulation in learning 
(Bangert-Drowns et al, 1985; Rieber & Parmley, 
1995) however it is possible that this was due to the 
types of tasks for which the simulations evaluated 
were being used. It has been argued for example in 
the last decade or so that simulation is most useful 
as a learning device when the educational task at 
hand requires the student to learn the procedure 
for doing something e.g. how to prepare a will, 
how to negotiate a contract, how to manage a 
disciplinary procedure. Simulations appear to be 
best at supporting these sorts of procedural learn-
ing but are somewhat less effective when it comes 
to enabling conceptual learning (Mandl, Gruber 
& Renkl, 1994). Given the increasing amount 
of learning in higher education that does indeed 
involve procedures due to the increasing amount 
of taught masters and professional qualification 
courses that are hosted by universities and other 
institutions of higher education, along with the 
increasing enthusiasm for e-learning and the 
proliferation of systems that support its use, it is 
not difficult to see that simulations of this type 
might begin to become more commonplace in our 
universities. We are also at the point now, where 
given the proliferation of broadband and Web 2.0 
technology, simulations can be richer in terms of 
the media that they can support and can now take 
place in non-fixed locations. That is to say that 
the participants do not have to be online or even 
within the environment at the same time for the 
interaction to proceed, which has implications 
for how we think about learning as a whole. Such 

an approach is far removed from traditional class 
teaching, but opens up possibilities that traditional 
methods of teaching and learning have so far been 
unable to offer.

CURREnt tHInKInG on dIGItAL 
sIMULAtIon In EdUCAtIon

When thinking of simulation in an educational 
context, rich graphical environments such as 
Second Life might be what spring immediately 
to mind, however it is possible that simpler, less 
sophisticated environments might also confer edu-
cational benefits. Early work by Turkle (1995) and 
others, showed the power of text-based simulation 
interfaces for participants in virtual worlds. Later 
research by Gee, Squire, Schaffer, Steinkuhler and 
others demonstrated that 3D worlds are innately 
social spaces that have the potential to become 
specific learning spaces. There has also been a 
good deal of research into the educational potential 
of Massively Multiplayer Online Role-Playing 
Games (MMORPGs) and MultiUser Virtual 
Environments (MUVEs). Taking the well known 
social virtual worlds of Second Life and Habbo 
as examples, Book (2004) has identified the key 
features of such environments as follows:

a space shared with many other users• 
they have a graphical user interface either • 
2D or 3D
users interact in the world, for example, • 
building or creating objects
immediacy of action• 
persistence (i.e. the existence of the • 
world is separate from the presence of the 
individual)
socialisation in the communities.• 

The body of research on virtual worlds has 
shown clearly that textual simulations can create 
& sustain communities, and can to help build 
aspects of professional identity. Clearly, while 
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there are likely to be educational benefits to the 
individual from learning via simulation, it is cur-
rently beyond the scope of existing technology to 
simulate to a satisfactory degree the physical and 
other characteristics of human beings, however 
there are more straightforward ways in which 
digital technology can be harnessed in order to 
mimic real world experiences that the student 
will encounter when fully qualified in his/her 
profession. Much of what occurs in professional 
life is rooted in communication and interaction 
whether it be meeting face to face, composing and 
sending letters and emails, giving presentations, 
making phone calls and conducting interviews. 
Much of this communication takes place in the 
office environment. Could we not then digitally 
recreate an environment much like that the student 
will encounter when he/she enters employment? 
While it is not possible to easily recreate the physi-
cal walls and furniture of the office it is perfectly 
possible to allow the student to work in a digital 
space that allows many of the communications 
modes and channels that he/she would use when 
in the situation of doing their job ‘for real’. There 
are in fact a number of educational projects that 
have attempted to do exactly this, that while not 
wholly immersive, do mimic aspects of the office 
environment of the professional that the student 
will one day become.

CAsE stUdY #1: sIMPLE

SIMPLE (SIMulated Professional Learning Envi-
ronment) is the digital simulation environment that 
has been used on the postgraduate diploma in legal 
studies at the former Glasgow Graduate School 
of Law (GGSL) at the University of Strathclyde 
since 2007. SIMPLE replaced an earlier simulation 
suite that the department had been using to teach 
a variety of modules on the diploma course since 
the early 2000s. The types of simulation run are 
generally adversarial, that is to say, they involve 
students negotiating against each other. This is 

done in the context of the negotiation of a legal 
case with students distributed between teams or 
firms, each student taking on the role of a lawyer 
within a simulated legal firm or practice.

Building simulations

SIMPLE is innovative in two key ways. As well 
as being one of the first dedicated simulation 
environments, it has defined a unique approach 
to the building of simulations. In addition to 
providing a platform on which simulations can be 
run and played, SIMPLE includes a set of simula-
tion construction tools that are designed with an 
educators’ needs in mind. The SIMPLE tools are 
used by the educator to construct the simulation, 
which they then launch and run on the platform, 
while the other key game players, the students, are 
shielded from the inner workings of this aspect of 
the software, interacting only with the platform. 
Part of the motivation behind the development of 
the suite of simulation construction tools was to 
allow educators to have as close to full autonomy 
and ownership of their simulation projects as pos-
sible. A further motivation for the development 
of the tools was the desire to make it easier for 
educators to realize simulations that were closer 
to their image of them than was possible in the 
existing systems.

Traditionally, academics, unless they have 
a particular skill or affinity for using computer 
technology, have had to liaise with either univer-
sity IT support staff or e-learning specialists in 
order to create and run e-learning projects, often 
with mixed results. In developing SIMPLE it was 
hoped that by creating an environment that would 
be easy and intuitive for any academic to use, this 
“middle man” aspect would be removed and the 
confusions that often arose from the language 
gap between academics and technologists would 
be removed. Clearly however, the designers had 
to be mindful that if these tools were to be suc-
cessful some serious consideration would have 
to be given to the needs and characteristics of 
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the eventual end users of the product. The tools 
were thus developed with a considerable amount 
of input from several educators from a variety of 
subject backgrounds. The further innovation of 
the SIMPLE developers was their development 
of the Narrative Event Diagram (NED) (Gould 
et al, 2008). The NED is a pictorial means of 
representing simulations in a manner that cannot 
be achieved as effectively using more familiar 
methods such as flow charts and UML diagrams. 
UML in any case is generally not a familiar lan-
guage of description for a significant proportion 
of the academic community. The NED was the 
SIMPLE team’s response to their acknowledge-
ment of the differences in vocabulary between 
academics and software developers /e-learning 
technologists and was a unique and largely suc-
cessful attempt to break down the barriers between 
both sets of e-learning content devisers in a way 
that had scarcely, if ever, been attempted before. 
Starting from the NED, the educator could use 
the tools to construct the simulation by defining 
all of the characters, roles, activities and neces-
sary communications e.g. letters, memos that 

are required by the transaction to be performed 
without recourse to the assistance of a technology 
specialist or IT professional.

Virtual town

SIMPLE simulations take place in a virtual town 
called Ardcalloch that has been created to resemble 
an archetypal small town in the west of Scotland. 
A zoomable map of the town that employs Flash 
technology is provided, along with a directory of 
addresses of the various businesses and other enti-
ties in the town. All of these are entities with which 
the students may have to interact, for example 
public institutions such as a police station, doctor’s 
surgery and courthouse and private entities such 
as car repair companies and mortgage brokers. 
Placing the entities in a physical location on the 
map, on roads with realistic names and assign-
ing each of them a geographical albeit fictitious 
address as well as a website of their own that can 
be visited by anyone taking part in the simulation, 
is a simple and effective means of increasing the 
realism of the simulation by increasing the par-

Figure 1. The narrative event diagram (NED)
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ticipants’ sense of place and indeed time within 
the interaction environment.

Photographs of buildings and places of interest 
are also linked to from the map of Ardcalloch in 
order to enhance this sense of place. The websites 
of the various institutions are not uniform in style, 
rather they are designed in a way that reflects the 
diversity of web design that would be encoun-
tered in the real world. To add to the reality, the 
virtual town even has its own newspaper written 
by students (Owen & Maharg, 2007). The map 
is populated with photographs taken in towns in 
the area close to where the University is situated 
in order to give the student a sense of place with 
which they can identify. The style of the build-
ings in the photograph, as well as the quality of 
the light, the variety of types of structure and 
eras of buildings corresponds with what would 
be encountered in a real town.

Students have their own virtual ‘office’ that 
they share with the other members of the firm in 
which they are engaged in the transaction. They 
have a direct electronic means to communicate 
with any of the entities in the virtual town that 

does not require them to resort to email and can 
contact their opposing firm and their client for 
any information that they need regarding the 
case at hand. Encouraging the students within 
the simulation environment as much as possible 
is done with a view to enhancing the richness 
of the simulation and their engagement with it. 
The virtual office is designed as far as possible 
mimic the office management systems that are 
encountered by trainees when they reach law 
firms following graduation. Within the office 
environment there are also links to resources such 
as document databases and online catalogues, as 
is often the case with VLEs. The virtual office 
provides the student with a drafting area where 
the various pieces of communication necessary 
for the transaction can be created and amended 
either by one student acting on his own or by a 
team acting together.

Interaction style

In a typical scenario, students take on the role of 
the professionals whom they are learning to be 

Figure 2. Ardcalloch
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e.g. in the case of law students they will take on 
the role of solicitors. Members of staff may take 
on other roles within the simulation e.g. the senior 
partner of a law practice, a police officer, a court 
official, a crime scene surveyor or client. The 
nature of the simulation allows a staff member 
to take on more than one role if necessary and 
indeed allows for several staff members to take 
on the same role at different times, which can be 
useful from the point of sharing workload, deal-
ing with staff absences etc. The nature of digital 
simulations means that the people interacting are 
shielded from each other by anonymity. Unless 
explicitly told, students generally do not know 
with whom they are really interacting, which 
leads to an interaction style that is very different 
from that which would be undertaken were the 
students consciously interacting with members 
of teaching staff. The anonymity leads to the 
emergence of interesting naturalistic behaviour 

from the students and allows the staff in control 
of the simulation to take on roles or behaviour that 
would not normally be achievable in a classroom 
setting e.g. acting as a difficult client, abusive 
customer, deliberately being late with replies 
to mimic real life, using language that is candid 
and not necessarily what would be considered 
appropriate in normal dialogue between students 
and tutors for example.

other Applications of sIMPLE

The use of SIMPLE simulations has not however 
been limited to the teaching of legal studies. Suc-
cessful simulations that show the flexibility and 
ease of adaptability of the environment have been 
run at both undergraduate and postgraduate level 
in a number of other disciplines quite dissimilar 
to law, notably Management Science and Archi-
tecture. In the Management Science simulations, 

Figure 3. SIMPLE office
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teams of undergraduate students were called upon 
to act as project managers of the organization of 
a rock festival, which involved interacting with 
tutors who took on the roles of clients, vendors 
etc. Notably, this simulation was actually built by 
a senior undergraduate student with only minimal 
supervision from an academic member of staff, 
which is yet more evidence as to the ease with 
which simulations can be developed using this 
means. The Architecture simulation took place 
on a contract management module undertaken by 
students when they are close to the end of their 
studies and are at a stage in their learning where 
they have already gained experience of the work-
place via a compulsory placement. Such place-
ments and work experience are common in other 
subject areas too, particularly law, thus the need 
to create environments that authentically mimic 
those found in these workplaces becomes even 
more acute. For this particular simulation students 
had to work with contracts in a simulation of an 
entire building project (Agapiou et al, 2009).

Use of SIMPLE simulations has not been 
limited to the university where it was developed 
however. SIMPLE simulations have also been run 
in many other institutions to date, in a variety of 
legal jurisdictions (Scotland, England and Wales) 
and there are plans for further simulations of legal 
transactions to take place in the jurisdictions of 
the USA and Australia in the coming years.

CAsE stUdY #2: CYBERdAM

Following the success of an early iteration of the 
SIMPLE environment, a similar piece of software 
was developed in the Netherlands to create a 
simulation environment for students to learn in. 
Cyberdam (2006) as it is now known, began life in 
late 2004 as Sieberdam (Holzhauer et al, 2004), a 
virtual Dutch town inspired by the Scottish virtual 
town of Ardcalloch. Along with the virtual town 
came an e-learning suite called ROCS that was 
used for the building of educational simulation 

games (Holzhauer, 2004). The e-learning suite was 
designed to support the creation of games that were 
web-based and which were chiefly asynchronous, 
workflow-based games that involved the interac-
tion of groups of players engaged in role-playing 
activities (Van der Hijden, 2007).

To give some idea of the scale of the Sieber-
dam project, during the 2 years that followed its 
initial release, 3 major e-learning projects were 
undertaken, with Sieberdam at their core. These 
projects ran in the Sieberdam environment at 
around 15 different educational institutions 
throughout the Netherlands, providing learning 
experiences in several subject disciplines at vari-
ous levels of education. One of these projects was 
the Knowledge Development About and Through 
Online Simulations project (KODOS), which was 
managed by the Erasmus University of Rotterdam. 
KODOS had as its principal objective the vali-
dation of the use of online simulations in higher 
education. By developing and running six online 
simulation games in the Sieberdam environment 
the project’s investigators were able to conduct 
systematic technological and user evaluations of 
the environment with a view to providing data 
to feed into the development of later iterations 
of the platform. The evaluations had several key 
findings regarding the experience and preferences 
of users of the system. Contrary to expectations, 
students were largely unfamiliar with online 
gaming outside of Sieberdam, however most 
appeared to like learning in this way and pointed 
to the improved student-tutor interaction that the 
platform allowed, particularly where face-to-face 
interaction was concerned (Bekebrede, 2007) . 
Students were on the whole satisfied with their 
experience of using the platform but pointed to 
several areas that were in need of improvement. 
Regarding the experience of tutors, it emerged 
that the first generation of online games that they 
produced for Sieberdam were developed using 
only a limited set of the available functions. At the 
same time, it emerged that tutors would require a 
further set of functions in order to develop future 
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simulations in the way that they wanted. Aside 
from user considerations, Sieberdam itself turned 
out to be not particularly robust from a technical 
point of view (Bekebrede, 2007).

Thus it was clear that Sieberdam, while a 
promising concept, would require to undergo a 
substantial critical review and significant recon-
struction were it to be used successfully in the 
future. Accordingly, a new version of the platform, 
Cyberdam (2007) was envisaged that would 
improve on the Sieberdam software and would 
allow the development of a substantial range of 
new games to be developed and played using the 
platform. The development was to be done as part 
of a project called Learning in a Virtual World 
(LIEVW, 2009).

Advantages and Consequences 
of simulation Environments

Taking part in a simulation of a real life activ-
ity can force a student to think more about time 
management and organisation. The very act of 
working exclusively in a space with a particular 
structure not of their own defining, with every 
movement logged and time stamped can force 
students to think of their working practices in a 
new way. The educator can dictate in the physi-
cal design of the space how he/she expects the 
student to organise his or her work. The learner 
may begin to think about just how efficiently he 
or she is working which is important for those that 
will be working in professions in time-pressured 
environments. Evaluation carried out on several 
of the SIMPLE projects showed also that students 
developed their interpersonal skills as a result 
of taking part in a simulation and that many felt 
their communication skills, particularly in letter 
writing improved.

Keeping all of the communication in one place 
has several very important consequences for both 
the learner and the educator. Many institutions of 
higher and further education have recognised this 
by investing in Virtual Learning Environments, 

and accordingly on many courses these days their 
use is mandatory rather than merely supplementary 
as was the case in the recent past. As is the case 
with VLEs, visibility and transparency are among 
the key benefits of a properly designed simulation 
environment. Educators can see exactly what in-
formation and other communications have passed 
between the various actors in the simulation and, 
where deadlines for particular tasks are concerned, 
can see the exact time information related to the 
sending or receipt of each piece of information 
relevant to the activity underway. The visibility 
and traceability is very useful from the point of 
view of assessing student work. Educators are 
also able, where necessary, to intervene when the 
students go down a ‘blind alley’ in their negotia-
tions or when for example the simulation negotia-
tion either breaks down because one student or 
group is either not responding quickly enough, or 
is responding in an appropriate way. Educators 
may also intervene for example, perhaps in the 
role of a senior manager, when the tone used in 
communication becomes overly hostile or when 
negotiations reach stalemate. Here it is important 
to keep a good balance between what would hap-
pen in real life and what will stop the simulation 
from becoming a futile, intractable exercise for 
the students involved.

scenarios for simulation

It is not an exaggeration to say that the possibilities 
for simulation are almost endless but in choosing 
a scenario to simulate careful consideration has 
to be given to certain aspects in order to ensure a 
simulation that has a good chance of reaching a 
satisfactory conclusion, moreover, one that will 
allow the students involved to achieve the learn-
ing objectives. This means a lot of testing of the 
scenario both offline and on before any students 
are allowed to take part. A typical scenario might 
be the negotiation of a sale or purchase, a personal 
injury scenario where a client has a fall or other 
accident that causes physical harm and to wants 
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to sue the company or other body responsible for 
the damages incurred. Scenarios can be designed 
to last only a short time or can run over many 
weeks or months. Shorter scenarios can be used 
to build up a student’s knowledge of a subject 
area cumulatively with short sequential scenarios 
building on the knowledge acquired during the 
performance of the previous one or several.

successful simulations and 
the support Required to 
Build and Run them

There is a dearth of data available on what makes 
a successful simulation or simulation engine. 
However, the SIMPLE software and the projects 
that ran on it were evaluated extensively following 
the first few years of use by students and tutors. 
Similar evaluations have taken place on Cyber-

dam as has already been reported. The findings 
of the evaluations of both simulation engines 
have informed much of what is discussed in the 
remainder of this chapter.

There is now over forty years of history of 
development and use of computer technology in 
education but very few instances of software or 
hardware that has had real staying power. Invest-
ment in something as sophisticated as a simulation 
environment can be costly in terms of money at 
the outset. While the simulation software available 
discussed in the two case studies is of course open 
source and therefore nominally free of financial 
cost, there are still potentially servers to be bought 
and maintained. Designing and running a simula-
tion can also be time-consuming. It is important 
therefore that any effort can be rewarded by not 
needing to repeat the exercise next time a simula-
tion is required. Reusability is key. Compatibility 

Figure 4. Cyberdam
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with existing software also important, particularly 
where simulations involving the communication 
of documents in certain document formats is 
concerned. One of the biggest issues that those 
who are keen to implement simulation software 
in higher education face is the difficulty of getting 
central university information technology depart-
ments to support this ‘alien’ software. There are 
no big names in the market yet as far as simula-
tion engines are concerned, nothing to compare 
to Moodle, WebCT et al in terms of penetration 
and reputation so it’s going to be a challenge to 
get Higher education institutions to begin taking 
on software about which they know little.

Regarding the question of simulation design, 
there is a always the temptation to run the most 
elaborate simulation imaginable, however the 
SIMPLE evaluation showed that keeping simula-
tion design as free from complexity as possible 
was often key to its success. More importantly, 
simplicity was key to the confidence of the people 
running and participating in the simulation. Educa-
tors can often confuse complexity with richness 
of experience when in fact sometimes even the 
most straightforward of simulation exercises can 
provide students with a very rich learning expe-
rience. Another key question is ‘to what extent 
should the real life situation be modelled?’ Is 
it really useful to have each person involved in 
the simulation represented by an avatar or other 
online character? The answer is probably not, 
particularly when communication means such as 
letters and email that are being mimicked require 
no use of such devices to enhance real life com-
munication.

CoMMUnICABILItY In 
sIMULAtIon EnGInEs

Designers of interactive systems that facilitate 
simulation face a complex task. Computer tools 
are cultural artefacts (Brown & Duguid 1992), 
which means that users must be able to understand 

the codes that designers use in order to appreci-
ate the interaction possibilities that are available 
with the software. With this in mind, in order to 
maximise the usability and communicability of 
learning environments, Cipolla-Ficarra (2008) 
has identified several aspects that require atten-
tion from designers of interactive systems. All of 
these: localisation, age, ability, education, time, 
access to resources, time spent using and quality 
metrics, are as relevant to the design and evalu-
ation of simulation environments, as they are to 
other interactive environments.

I propose adding a further 2 attributes that are 
specific to educational simulations: authenticity, 
and feedback. What little evaluation has been 
carried out with dedicated simulation engines 
has indicated that both of these attributes are in-
strumental to the success or failure of educational 
simulations. There is an additional aspect to time 
spent using that I think is worth exploring, which 
is timetabling, of which more later. In what follows 
I will discuss each of the attributes in turn in the 
context of an educational simulation.

• Localisation – A crucial aspect of educa-
tional simulations is defining the space 
where they take place as somewhere the 
student could imagine himself working. 
To take the SIMPLE simulations as an 
example, the virtual towns were designed 
in a way that would reflect the geographic 
characteristics of the area in which the stu-
dents were studying. English universities 
had towns that were easily identifiable as 
English in terms of the place names and the 
landscape and character of the buildings, 
simulations at Welsh universities were 
based in virtual Welsh towns and of course 
Scottish universities used Ardcalloch, a 
recognizably Scottish town with a name de-
rived from the Gaelic language and infor-
mation about the town’s place in Scottish 
history detailed on a website linked to 
from the map. As we have seen, the Dutch 
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project made use of an archetypal canal-
based town called Cyberdam very differ-
ent from anything used in the UK-based 
SIMPLE simulations. It’s very important 
to recognise the difference that localisation 
can make to the user’s sense of engagement 
with the system and to avoid any possible 
alienation by importing elements of what 
might be regarded as an alien culture.

• Age – Increasingly university students are 
drawn from a wider age spectrum than was 
the case in the past. In Scotland for exam-
ple, university students can be as young as 
16 years old and there are instances now of 
enrolled students graduating in their eight-
ies, though admittedly this is a rarity. There 
are however an increasing number of ma-
ture students, that is to say those aged 25+ 
entering universities and this particularly 
the case in the UK at the present time due 
to the scarcity of work caused by the eco-
nomic downturn. It’s important to recogn-
ise this age spectrum and to design for it.

• Ability – Much consideration should be 
given to the abilities and needs of all po-
tential users of the system. Is the system 
compatible with assistive technology for 
visually impaired users, for example? Can 
it be used with a screen reader? Does it 
provide a means to customise the inter-
face in terms of colour, font face, size and 
background? Such considerations are often 
subject now to laws or at very least insti-
tutional regulations in order to ensure fair-
ness for all learners.

• Education – Regarding education, it is 
not safe to assume that all students enter-
ing universities have come from similar 
educational backgrounds. There are mul-
tiple routes to university now that are not 
limited to school education, which means 
that there is a spectrum of experience in 
students arriving at university with resul-
tant difference in attitude, expectations 

and motivations. There is also a spectrum 
of experience regarding exposure to infor-
mation technology and resultant skills that 
should be borne in mind by the designer.

• Access to resources – When designing 
simulation software that is to be available 
at all times to all users it is very important 
to consider the means by which the system 
will be accessed. Can we safely assume 
that all enrolled students will have access 
to a computer at home or should we ensure 
that there is sufficient capacity in terms of 
computer labs on campus for them to use? 
If students do have a computer at home will 
they have a broadband connection, and will 
the software be compatible with all operat-
ing systems, browsers etc that the student 
is likely to use? Given that many of the 
resources contained within the system are 
written in software programs such as Word 
and Excel, can we be sure that students 
will have the necessary and most recent 
versions of the software to enable them to 
download resources and also to create and 
upload them for others to see and use?

• Time spent using – Careful thought must 
be given to how much time students and 
their tutors will spend using the system and 
also to how often and at what times the us-
ers will make use of the system. Overload 
around the deadline of submission of as-
signments is a common problem to many 
LMS systems and one that the simula-
tion environment designer should also be 
careful to avoid, which leads neatly on to 
the additional aspect of time that is time-
tabling. The timetabling aspect is often 
forgotten or at very least not given care-
ful enough consideration when planning 
simulations. Managing simulations can 
often be labour intensive for educators in 
an unexpected way, especially when dead-
lines or particular milestones in the simula-
tion or project are approaching. Managing 
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student’s expectations is also extremely 
important. The ubiquitous, asynchronous 
aspect of the interaction will mean that stu-
dents will often be interacting with the sys-
tem at times when there is no-one available 
to answer their queries immediately, there-
fore it has to be made clear at the outset 
just what help will be available, when and 
for how long (per day, per week etc). It is 
not realistic that an educator will be able to 
be online at all times to respond to queries 
or to therefore it will probably be neces-
sary provide extensive online help resourc-
es for when educators are not available to 
answer queries. It is however important to 
give careful consideration to the extent of 
the help available given that the simulation 
is intended to be as close to real life as pos-
sible. In few professional situations would 
one reasonably expect to receive a reply 
from a client or colleague in the middle of 
the night, for example, however urgent the 
need for a response might seem.

• Resources –The simulation ‘script’ itself 
is not enough. The props also need to be 
in place for each part of the scenario, for 
example, a letter from a client, a notice of 
intention to defend, a contractor’s bill, or 
an eviction notice. ? Careful consideration 
must also be given to the human resources 
that might be required to play the vari-
ous characters and roles in the simulation, 
and how will the simulation activities fit 
around resources such as lectures and tu-
torials? Should they still be used at all? All 
of these questions will require an answer at 
the design stage of both the simulation and 
of the engine itself.

• Feedback – Research, including that car-
ried out on the SIMPLE project, has shown 
that in order to feel confident about the 
work in which they are engaged, particu-
larly when they are working on a discrete 
piece of work for a considerable length of 

time, students require to receive feedback 
as to their progress. This is particularly the 
case in a digital environment where the ef-
fect of interacting alone in the digital arena 
may be a dehumanising or alienating ex-
perience for some. Feedback can be pro-
vided by human intervention in the form 
of messages generated by tutors but also 
by automatic responses in the environment 
itself. On the other hand, withholding feed-
back can be used as mechanism to increase 
the realism of the task in which the student 
is engaged, and students themselves are 
often the first to acknowledge this. In the 
real world students know that they would 
not be able to rely on getting immediate 
answers, if any, about the quality or effi-
ciency of their progress and the feeling of 
being ‘dropped in at the deep end’ is one 
that many of them will certainly experi-
ence when they first begin work. Arguably, 
working in a simulation under these cir-
cumstances can be good preparation for 
such situations.

• Collaborative aspects – Much of as-
sessed university work is now under-
taken on a group basis particularly where 
practical based projects are concerned. 
Simulation exercises are no exception to 
this. Simulations that are created to mimic 
what would be encountered in the work-
place will often have to take account of the 
fact that professionals would normally be 
working on a case or other project as part 
of a team, thus any software developed to 
run simulations has to make it as simple 
as possible and indeed encourage students 
to work in and act as a team. The software 
must facilitate their effective collaboration 
by providing a space that they can all have 
access to simultaneously as well as indi-
vidually and where they can immediately 
see the effects of the actions of any one 
of their number and add to or undo these 
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as and when appropriate. Transparency is 
extremely important in terms of individu-
als being able to see exactly what has ar-
rived, and when, and being able to respond 
to communications in a timely fashion. 
Participants need reminders that they are 
not just acting as individuals within the 
space but that they have colleagues whom 
they are representing every time they send 
a message or otherwise respond via their 
shared space. It is important that the soft-
ware is designed in a way that signposts 
this to them.

• Quality metrics – The usual quality metrics 
that apply to any interactive system are also 
important in a simulation environment. We 
have seen already the need to engage the 
user in order to avoid the simulation en-
vironment or exercise being abandoned 
therefore interfaces must be easy to use 
and easy to learn to use. System reliability 
must be excellent and remote access must 
be easily available. Regarding downtime, 
the system needs to be available at all times 
to avoid students abandoning it altogether 
and going back to using paper methods or 
simply not completing the exercise. The 
simulation environment is likely to need 
to interact with other existing software and 
hardware on campus that therefore some 
thought needs to be given to compatibility 
and interoperability.

• Authenticity – This is key to the success of 
a simulation environment. Given that our 
purpose in using simulation is to prepare 
in some way the student for the world of 
work in terms of imparting the skills that 
they need in order to carry out the neces-
sary tasks in an appropriate and profes-
sional manner, there would be no point 
in trying to do this in an environment that 
did not contain many of the key attributes 
of practice as they will experience it later 
on. Furthermore if there are aspects of the 

environment that simply seem false or inau-
thentic to the student, he or she is much less 
likely to engage with the task, which may 
result in a poorer learning experience.

tAKInG sIMULAtIon FURtHER

We have seen already the features of human 
computer interaction that arise when students 
and tutors interact with a fairly basic simulated 
digital office environment, however in the future 
it is likely that simulations will become even more 
elaborate, making use of increasingly sophisticated 
software and allowing the integration of further 
multimedia technologies. Further development of 
existing software will allow participating students 
and tutors to take part in simulations remotely via 
mobile phones, Blackberrys, iphones and other 
devices used while on the move. Mobile technol-
ogy will also facilitate the use of alerts that draw 
the participants’ attention to the arrival of a new 
piece of information related to the scenario in 
which they are currently involved. It is anticipated 
that attempts to increase realism will mean that 
digital simulations will begin to include also the 
integration of phone calls and recorded phone 
messages between characters in the simulation. 
Furthermore, the use of streamed video of client 
interviews, court hearings, advertisements for 
example as well as a move towards allowing 
students to create their own content for upload 
beyond the word processed documents that they 
currently use as currency in the simulation. This 
might include their own video and audio files of 
interviews, photographs of evidence and photo-
graphs and video of crime scenes and other perti-
nent locations. Architectural simulations might in 
the future allow the integration of CAD drawings 
or other drawing/viewing software and medical 
simulations might allow the integration of case 
notes and x-ray photographs for example.

It is also likely in the future that educational 
simulations will take place over ever larger 
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geographical areas, crossing physical land and 
language borders, which will bring with it its own 
new set of user requirements. To date there has been 
one example of an international project, which 
was a simulation that took place in the Cyberdam 
environment in May 2009. 2 teams of Dutch 
law students negotiated an employment tribunal 
against 2 teams of Scottish students without the 
necessity of them having to meet physically, or 
pay for expensive international telephone calls. 
The project was a success, but was arguably only 
possible due to there being an English language 
version of the virtual environment available. 
Future projects involving other countries where 
neither Dutch nor English is spoken would require 
further translation of the site before simulation ac-
tivities could proceed. Moving beyond simulation 
exercises that are confined to a particular subject 
area, there are plans at Strathclyde University for 
interdisciplinary projects that involve students 
studying for qualifications in various professions 
to interact with others studying for qualifications 
in professions with whom their future professional 
selves they might need to interact. For example 
one could imagine students of legal studies acting 
on behalf of architecture students who are them-
selves acting as project managers on a construction 
project. All of this of course adds to the richness 
of the educational experience and gives students 
a taste of the activities they might encounter when 
they reach the real world of work.

FUtURE WoRK

The SIMPLE environment and associated tools 
and platform were developed using funding from 
JISC (Joint Information Systems Committee) and 
BILETA, the British and Irish Law and Education 
Technology Association. The SIMPLE team is 
now in the process of establishing what it calls 
the SIMPLE community (http://simplecommu-
nity.org) in order to maintain the work that has 
been done over the past few years, and with the 

intention of growing the number of users of the 
software. The software was always intended to be 
open source and accordingly the final SIMPLE 
environment release, source code and documenta-
tion, together with simulation blueprints are avail-
able from the community website. In the coming 
months several new SIMPLE simulations will get 
under way in locations as widespread as England, 
Australia and the USA. Cyberdam continues to 
run multiple projects in several universities across 
the Netherlands. Additionally, there are currently 
plans to make the SIMPLE platform mobile so 
that it can be accessed by students and tutors 
wherever they happen to be, using whatever device 
they have to hand, in recognition of the increas-
ing preference for mobile access to educational 
resources. A forthcoming research project will 
investigate the collaborative authoring that takes 
place in mobile simulation environments, looking 
at both the human behaviour that occurs in such 
situations and the affordances of the system that 
are necessary to allow the collaboration to take 
place effectively.

ConCLUsIon

As we have seen, simulations, when correctly 
devised and run in environments designed to 
support them, are a very powerful educational 
tool with the means to impart skills and knowl-
edge in a manner that more traditional methods 
of delivery would fail to do as effectively. It is 
important when designing dedicated simulation 
environments that designers take heed of the needs 
of the students and tutors in a way that goes beyond 
the traditional usability guidelines of the web and 
web 2.0 because of the unique style of interaction 
that emerges from the use of a game or simulation 
for educational purposes, particularly a game that 
purports to mimic a real life experience or situation. 
We have seen that understanding the background 
and motivation of students is key to the successful 
engagement with and completion of a simulation 
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exercise. Additionally, it is clear that engagement 
is extremely important to ensure a good learning 
experience not only for the student himself but 
also for those other students with whom he/she 
interacts within the simulation. Also it has been 
established just how important the idea of realism 
is in such simulations. Adult humans are very good 
at sniffing out the phoney, the fake and the bogus 
and we must avoid developing systems that have 
features that negate this realism, otherwise we risk 
losing the trust of our learners and their tutors, and 
the rich learning experiences that digital simula-
tion can afford will be lost. Adhering to the set 
of Communicability guidelines outlined here will 
go some way to ensuring that future simulation 
engines are a success and that the simulations they 
facilitate will be of the highest quality.
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KEY tERMs And dEFInItIons

Authenticity: The truthfulness of origins and 
attributions.

Collaboration: A process whereby two or 
more people work together to achieve common 
goals.

Communicability: The extent to which an 
interactive system successfully conveys its func-
tionality to the user. The property of software that 
conveys to users its underlying design intent and 
interactive principles.

E-Learning: Technology enhanced learn-
ing.

Higher Education: University level education 
also known as tertiary education.

Narrative Event Diagram: A diagrammatic 
process used to elicit information about the struc-
ture of a scenario role within a simulation.

Professional Learning: The process of acqui-
sition of knowledge for a particular vocation.

Simulation Environment: A piece of soft-
ware that allows digital simulations to be run or 
created or both.

Virtual Worlds: Computer-based simulated 
environments intended for users to inhabit and 
interact via avatars.
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IntRodUCtIon

The recent announcement of a 10 Dollar computer 
by the Secretary for Higher Education in India as 
well as the announcement of a new computer series 
of the One Laptop Per Child initiative of the MIT for 
2010 gives the discussion about virtual classrooms 
a new and strong impulse. These initiatives are 
designed to make educational resources available 

to children who do not have a regular access to 
them. Targeted for mass distribution in develop-
ing countries these networked computers will be 
used in areas with sparse infrastructure where the 
computer and the content available through this 
computer will often be the only contact with a wider 
range of learning possibilities. While many of the 
studies about the pedagogy and efficiency of virtual 
classroom settings have been conducted in areas 
where the technological platforms are generally 
available and where also other access channels to 
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knowledge exist, the question of how to design 
and distribute educational resources for a situa-
tion where the codes and a basic familiarity with 
digital media is not developed poses a new chal-
lenge. At the same time this increasing demand 
for digital learning resources and remote learning 
is not limited to developing countries. Also in 
the industrialized countries the need for targeted 
and customized educational tools grows and an 
increasing number of institutions sees the need 
to provide information and educational content 
through digital channels such as the Internet and 
electronic publications.

With the project Venture to the Interior we are 
exploring several design strategies to address the 
question of how to communicate historic informa-
tion outside of the scope of traditional classroom 
didactics and supporting resources such as libraries 
and museum collections. The aim of the project 
is to harness computer-based learning resources 
to create a flexible and engaging experience that 
can be explored in a hands-on way by the learner 
and that conveys the content with rich media. A 
special interest is to allow for widespread avail-
ability through network communication.

The subject of the project is a museum col-
lection, namely the collection of the Museum 
of Natural History in Berlin, Germany. A set of 
selected objects is presented in connection with 
the information necessary to understand the role 
and character of these objects.

Choosing a natural history museum means 
that we are dealing with one of the paradigmatic 
institutions of the Enlightenment project of cu-
mulative knowledge constitution. Starting in the 
Renaissance period with rather heterogeneous 
collections that attempted to gather all knowledge 
in one place, the museum is the center of an effort 
to collect material objects ranging from artworks 
to botanic samples, animals, minerals etc. as a 
way of constructing knowledge about the world. 
It accompanied the growing differentiation and 
specialization of knowledge domains and the 
rise of the scientific worldview throughout mo-

dernity. Thus this project allows us to reflect the 
transformations that this institution has to face 
in a culture that is dominated by electronically 
mediated communication and data storage. At the 
same time archives and museums are the places 
where our society stores ‘history’ and they are the 
places we turn to, when we want to get first-hand 
information about the past and examine or at least 
see historic pieces of evidence.

This focus on a museum collection raises a 
number of particular problems for the computer-
based communication. The nature of the museum 
as a central location where material objects are col-
lected and stored is the opposite of a ubiquitously 
available information resource. In the recent past 
more and more efforts to digitize the collections of 
museums in the idea to make them accessible in 
online databases for people in remote locations has 
changed this situation to some extent. But of course 
it is a tremendous task to create digital representa-
tions of the complete holdings of a museum. The 
collections of the Museum of Natural History in 
Berlin comprise approximately 30 million objects 
– a challenge for any kind of digitization project. 
Issues of quantity, though, are not the main focus 
of our project. We are more concerned with the 
questions regarding the contextualization of the 
objects, their didactic development, and the search 
for the most effective ways to communicate the 
corresponding knowledge domains to the learner. 
Generally the usage and navigation of these mas-
sive online databases is tailored for specialists 
while users who are interested but not familiar 
with the specific codes and terminologies are not 
provided the accessibility they need to make use 
of these resources. The database-tools often have 
a rather ‘uninviting’ user-interface that requires 
the user to have already specific questions and a 
notion of applicable search terms that guide their 
research with the database-tool. The novice user, 
who still has to acquire the knowledge necessary 
to make use of these tools and who has to develop 
a feeling for the boundaries of the domain, is more 
or less helpless in front of this information offer. 
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One of the aims of our project is to re-establish 
the context that makes the individual objects of 
the collection readable within a bigger picture. A 
second core aspect of the project is the translation 
of the specific individual characteristic of the ma-
terial objects into a virtual, computer-generated 
environment.

The considerations leading to the particular 
design decisions made in the implementation of 
the project as well as the future research direc-
tions will be discussed in the remainder of this 
chapter.

EdUCAtIon WItH 
tAnGIBLE oBJECts

The motivations behind the current efforts to de-
velop affordable computer technology to extend 
the availability of knowledge and education to 
areas where large parts of the society are excluded 
from the access to appropriate learning facili-
ties bear parallels with earlier historic projects 
of this kind. The English social reformer James 
Silk Buckingham published in 1849 his ideas 
for a reformation of the society towards a more 
healthy and stable life. As a complement to the 
transformation of the inner attitudes of people 
he suggested a number of exterior improve-
ments, among them “ready access to Libraries, 
Lectures, Galleries of Art, Public Worship, with 
many objects of architectural beauty, fountains, 
statues” (Benett 1995, p. 17). Buckingham was 
instrumental in introducing awareness for the role 
of culture into the agenda of British reform poli-
tics and promoted the establishment of municipal 
museums and libraries. The attempt for a general 
cultivation of people through “rational recreation” 
had the goal to make the society more disciplined, 
controllable, and efficient and to give people bet-
ter access to education and future development. 
These motivations are not unlike those that are 
the driving force behind the ten Dollar computer 
in India, which is supposed to improve the skills 

of millions of students across the country and 
to build a more efficient and innovative layer of 
workers and future scientists. The same aim is 
behind the OLPC initiative, which has the goal 
to promote children to become an “educated 
and empowered resource” for countries whose 
“governments struggle to compete in a rapidly 
evolving, global information economy” (One 
Laptop Per Child 2009).

While the example of English reform politics 
is situated around the time when the museum 
acquired its modern form as a public institution 
the idea did not originate in this time. The Ger-
man philosopher and mathematician Gottfried 
Wilhelm Leibniz formulated in 1669/70 the plan 
for an academy of the sciences and art, the the-
atrum naturae et artis, a plan which he promoted 
several times to different political leaders in Rus-
sia, Austria, France, and Germany. The idea was 
a combination of archive, museum, theatre and 
forum, open to all people to come together and 
admire new inventions and participate in discus-
sions and various kinds of presentations. Leibniz 
mentioned that people of education should join 
forces with painters, sculptors, carpenters, and 
clockmakers to build machines and exhibits that 
have educative value. Further he imagined that 
mathematicians, engineers, architects, magicians, 
musicians, poets, librarians, typographers, and 
engravers would take care of documentation and 
distribution of what was treated in this theatre 
of nature and arts. Obviously this concept is 
a multi-disciplinary process that incorporates 
aspects of research and development as well as 
entertainment. Inspired by leisure and enjoyment 
this concept was supposed to popularize science 
and create an atmosphere of creative virtuosity. 
A particular role was attributed to the collection 
of tangible objects that conveyed the matters and 
results of the sciences to the visual and tactile 
senses and thus provided a basis for the “reform 
of economy, education, and the arts and crafts” 
(Bredekamp 2000, p. 14). The imagination of an 
educational ‘theatre’ was referred to as a new kind 
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of representation, which was not only comprising 
real objects but also mediated representations 
such as light projections using magic lanterns, an 
automaton-theatre, and various kinds of concerts 
(Bredekamp 2000, p.15).

All these examples do not only share a very 
similar motivation, they also have in common that 
they favor the practical and manifest interaction 
with objects as a suitable learning approach for a 
wide range of people who do not share the same 
educational background. In the historic examples 
it may be rather obvious that collections of objects 
of scientific enquiry are chosen as the vehicle to 
bring these sciences, their procedures and results 
to a mass of largely uneducated people because 
this was the state of the art of the sciences at that 
time. But the value of these tangible objects that 
speak to all senses is also confirmed by recent 
studies about the value of sensory stimulation 
for the development of the brain. “The brain uses 
the outside world to shape itself and to hone such 
crucial powers as vision, reasoning, and language. 
Not hard wiring but continual interaction with 
the external environments is now thought to pro-
duce even the most abstract kinds of cognition” 
(Stafford, 1999, p. 21).

This turn towards the object and its sensual 
stimulation was not only a form of Enlightenment 
entertainment where “bewitching arrangements of 
colorful rough stuff […] piqued the curiosity of 
the public” (Stafford, 1999, p. 238), it was part 
of a general turn towards objectivity as a way to 
decipher and understand nature and the structure 
of the world. In his Critique of Pure Reason 
(1781/1787) Immanuel Kant places the human 
capacity to be affected by objects as a necessary 
precondition for any valid statements about the 
world. With the distinction between subjective 
opinion and objectively valid conviction he of-
fers a paradigm that has influenced most modern 
philosophical discussions of the objectivity of 
mind. Operating with the term communicability 
Kant justifies objectivity “on the grounds that if a 
judgment can be communicated to other rational 

beings, there is a solid (though not infallible) 
presumption that they are talking, and talking 
accurately, about the same object” (Daston/Gal-
lison 2007, p. 262).

The particular value of tangible objects for 
learning purposes started to play a bigger role in the 
19th century. The Swiss educator Johann Heinrich 
Pestalozzi was a pioneer of an educational prac-
tice based on the active manipulation of objects 
and the exposure to concrete phenomena in early 
childhood as the foundation for later complex 
learning. A student of Pestalozzi, Friedrich Fröbel, 
continued this didactic approach and founded 
in 1837 the first kindergarten in Germany. This 
development of reform pedagogics falls into the 
same timeframe as the development of the mu-
seum as a modern institution that is open to a mass 
audience. Besides their purpose of housing and 
ordering the collected artifacts Museums always 
served the purpose of representation and display 
of their holdings. In the growing urban centers of 
the 19th century in particular museums of natural 
history go through a phase of high popularity. The 
high time of colonial activities generates not only 
an increasing stream of new objects coming from 
foreign countries but also turns the attention to the 
museum as a place of representation of national 
power and the construction of several new build-
ings with particularly representative qualities is 
initiated. Ironically the history of the building 
of the Museum of Natural History in Berlin is a 
witness of the shifting debate between the mu-
seum as a research institute with access only for 
scientists and the museum as an institute for public 
education that is open for the general public. This 
discussion was ongoing on an international level. 
When the construction started in 1882, the plans 
for the new building of the museum in Berlin were 
to integrate the display part of the collection and 
the research part. All rooms were supposed to be 
accessible to the public. By the time the building 
opened, though, this plan had changed and the two 
parts of the collection were separated (Köstering 
2003, p.46-53).
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VIRtUAL oBJECts oF 
KnoWLEdGE

A Consideration of Virtual Reality

How can the immediacy of the encounter with 
tangible objects that is the characteristic of the 
museum experience be translated into a digitally 
mediated context? It seems particularly valuable 
for the context outlined above, where education 
has to deal with significant cultural differences, 
to turn to this tangible immediacy to convey the 
desired information. Thus it is crucial to find 
an efficient translation of the real-world object 
encounter.

A technology that received a lot of attention 
in the 1990s was the idea of a computer-based 
Virtual Reality (VR), a space generated entirely 
through computer graphics and enhanced through 
immersive sound and other strategies like force 
feedback devices and sensors that were supposed to 
“talk” to the other senses beyond the visual sense. 
The user of such a system was to be immersed 
into the experience of an artificial world in which 
he could operate in a similar way as he would in 
the real world. He can navigate and interact with 
the space and objects in it. This concept of VR 
promoted ideas of tele-presence in remote places 
as well the possibility to create ‘idea-spaces’. And 
the parallel between the theory of a multi-sensorial 
and tangible educational approach and some of 
the core ideas of VR is obvious. Even though the 
high-times of VR research are over, the idea still 
has currency. Several studies have been conducted 
on the use of Virtual Reality environments for 
educational purposes favoring the potential for 
high interactivity and a high degree of realism. 
Virtual Reality environments provide the pos-
sibility for the learner to explore and manipulate 
three-dimensional spaces that are displayed on 
a computer. As Michitaka Hirose points out, the 
most important contribution of this technology is 
“to visualize various objects that are difficult to 
understand intuitively” (Hirose 2006, p.31). This 

evaluation goes along with several other studies 
finding VR environments capable of making “what 
is abstract and intangible to become concrete and 
manipulable” (Lee/Wong 2008 p. 233).

The area that benefited most from the VR 
research and the technologies stemming from 
it was the area of computer graphics. We now 
have very powerful systems, which deliver strong 
graphics capabilities at comparatively low cost. 
While the earlier applications needed dedicated 
and expensive hardware to deliver a responsive 
and esthetically compelling experience the nec-
essary investment threshold is now significantly 
lower. Classically, VR environments operated with 
expensive immersive display technologies that 
were only suitable for a lab environment and due 
to their focus on an individual-centered perspec-
tive inhibiting the communication and interaction 
with other people and the immediate environment. 
In the combination of smaller, portable and more 
affordable computer hardware the use of digital 
VR technology seems to be on the track to move 
away from the costly and cumbersome hardware 
to become an easily available tool. The aspect of 
less intrusive devices and more mobility allows 
to bring some of the social aspects back into the 
experience that make learning and knowledge 
exchange effective and pleasurable (Cheok, Yang, 
Ying, Billinghurst, Kato 2002, p. 430).

These recent developments and applications 
suggest that VR technology provides possibili-
ties to implement aspects of the immediacy and 
communicative value that was attributed to the 
real-world object in the earlier examples. At the 
same time it becomes conceivable to use Virtual 
Reality systems also for distance learning projects 
and virtual classrooms in technologically less 
developed areas thanks to affordable hardware 
and solid technology.

Obviously the focus on the graphics capabili-
ties does not address the initial idea of a multi-
sensorial immersion in VR. And even though the 
market has seen several alternative input devices 
that allow users to interact in more intuitive and 
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tangible ways with the computer it seems that this 
field is still more of a specialized domain with 
few products that enter the mass market and that 
are likely to see lower prices in the near future. 
The only exception to this may be the develop-
ment of gestural interfaces as they recently have 
become popular through devices equipped with 
accelerometers and touch screens. While still far 
from the idea of force feedback that could make an 
actual touch-experience possible it is possible that 
touch-screen based interfaces may even be avail-
able in the next generation of low-cost computers 
of the One-Laptop-Per-Child initiative.

In the light of these developments a short 
consideration of the aspects of VR is useful that 
differentiates the high-technology ambitions of VR 
in the 90s and the affordances of current standard 
technologies. The aim driving the VR research is 
to create a sense experience with digital technol-
ogy that would come very close to or – in the 
best-case scenario – that would equal the sense 
experience that viewers have in the real world. 
The success criterion for VR then is the degree 
to which the viewer takes the artificial reality 
presented by the system for real. The artificial 
reality therefore should create a strong feeling of 
presence in this other world; it should immerse the 
viewer into this world. The term ‘immersion’ is 
a central term in this approach and stands for the 
attempt to take over the viewer’s sensory percep-
tion by delivering the visual experience through 
3-dimensional stereoscopic images presented 
through e.g. a head-mounted display, and provide 
tactile experiences through data-gloves and -suits 
that can measure and feed tangible information to 
the viewer. The head-mounted display translates 
every movement of the head into the virtual world 
so that the view can be updated accordingly and 
the viewer experiences a seamless world where 
he has no visual clues anymore to differentiate the 
real and the virtual experience in terms of their 
visual appearance. There is no frame anymore 
that forms the border between the virtual and the 
real world. This similarity between the real and 

the virtual world is the goal of VR research and 
the development of technologies that support this 
similarity. This kind of immersive Virtual Real-
ity, though, is the exception, as Lambert Wiesing 
states in his book on artificial presence (Wiesing, 
2005, p. 108). There are many examples of virtual 
worlds to which this idea of immersion does not 
apply. In the example of computer games, which 
are mostly set in a virtual environment that the 
player perceives rendered on a computer screen 
it is very well possible to distinguish between 
the reality and the virtual world. This leads us to 
distinguish two kinds of virtual reality – the im-
mersive and the non-immersive implementation of 
it. In the light of this distinction it seems that only 
the first approach to VR, the technologically more 
complicated implementation that involves besides 
the visual also tactile information is in the position 
to deliver the multi-sensorial experience we stated 
earlier. The visual perception in this first approach 
is such that it produces a perceptual experience 
of the virtual environment that equals or is very 
similar to the sensual perception of reality. The 
viewer has in both situations an experience that 
implies that what he sees exists in reality and is 
present in front of his eyes. In this way the first 
approach relates an ontological quality of percep-
tion and can convey the sense of tangibility such 
that, if the viewer extended his arm, he could 
touch the object he is looking at.

The second case, the non-immersive VR ap-
proach, is more similar to the experience of looking 
at an image depicting some object or scenery. The 
viewer knows that he is looking at an image since 
he can distinguish it from his perception of reality 
and therefore does not believe that this object or 
scenery were really existent in front of him. He 
still sees what is depicted and his intention may 
be directed towards it but he does not take the 
image for real. Wiesing uses the following com-
parison: The viewer has an experience that is an 
intermediate between imagination and direct sense 
perception. It has the quality of sense perception, 
because the viewer believes he can see it, and at 
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the same time it has the quality of imagination be-
cause the viewer does not take it for really existent 
(Wiesing, 2005, p. 112). The fact that the image is 
computer-generated and interactively manipulable 
makes this experience different from the experi-
ence of looking at a normal image. Through his 
deliberate interaction with the depicted objects 
or sceneries the virtual world assumes some of 
the qualities that Jean-Paul Sartre attributes to the 
thought image. While the perception image has to 
be explored and synthesized from many individual 
perspectives and the mind cannot deliberately act 
on the image, the thought image is a concept that 
exists only in mind and is ‘at once’ and can be 
manipulated according to the will of the viewer: 
“I am at the center of my idea, I apprehend its 
entirety in one glance. Naturally, it is not to say 
that my idea does not need to be completed by 
an infinite progression.” (Sartre, 2006, p. 8). The 
virtual reality image shares qualities of both the 
perception image and the thought image. The 
image is given visually to the perception of the 
viewer but the viewer can deliberately influence 
the image and change it. He cannot do this, though, 
with the same flexibility and ‘at-once-ness’ as it is 
possible with the image that is purely given as a 
mental concept. This intermediate position is sup-
ported by the characteristic of the non-immersive 
virtual reality. Since in this approach the virtual 
world cannot be confounded with reality because 
they are clearly different the status of the abstract, 
mental quality of the virtual world is underlined. 
This consideration shows that the non-immersive 
VR technology provides some desirable aspects 
for the application in a learning environment.

translation Artifacts Between 
Real and Virtual

Even though the tangibility and material pres-
ence of the observed objects is not given in the 
same way, the intellectual quality to establish a 
reflective position towards the observed is very 
interesting and may be more efficient than a mere 

‘duplication’ of reality. Compared to many actual 
museum-settings this delivers already more tan-
gibility and freedom of observation than the real 
museum exhibit. For reasons of preservation the 
objects are often presented behind glass so that 
viewers can only approach them up to a certain 
distance and not see them from all sides. The 
possibility to bring the image close to the eye, to 
enlarge the view and navigate it freely provides in 
this sense a closer observation than the reality.

With these considerations in mind we de-
cided to use a virtual space in which to present 
the selected objects of the museum. The viewer 
can explore this space according to two different 
orientation systems, which are superimposed in 
the application. The first orientation system is 
the museum geography itself. The architecture 
of the museum is replicated in an abstract way 
just sketching the outline and floor-plans of the 
building to allow for an intuitive spatial navigation. 
A second alternative navigation system has been 
implemented that follows contextual connections 
between certain objects and knowledge domains. 
The implementation was done using a 3D game 
engine suitable for fast and robust development. 
The decision to go with a game engine implies 
that we are not aiming for an immersive virtual 
world but a non-immersive representation. Besides 
the qualities described above this also provides a 
wider range of delivery channels, which will be 
explored in the future research.

One of the strongest reasons informing our 
decision to go for a virtual space was the possibil-
ity to embed the objects into a coherent space that 
provides the possibility for an easy and intuitive 
navigation by amateur users. They do not have 
to have preexisting knowledge of the domain in 
order to start their navigation of the database of 
objects that the application contains.

Since every user has knowledge of how to 
navigate and orient himself in a normal geographic 
space that is bounded by walls and obeys normal 
physical laws such as gravity, up and down, the 
only learning process that needs to occur to enable 
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users to navigate the place is to acquire familiarity 
of the controls for forward and backward move-
ment and viewpoint control. The controls for 
these functions are consistent with the majority 
of established products and should not provide a 
significant strain on the user.

The implementation of the spatial orientation 
systems further has the effect to provide context 
for the individual objects. It is in the nature of 
museums that they take the objects of their col-
lection out of their normal context. The desire for 
an efficient organization and storage of the objects 
makes this decontextualization necessary. It is for 
example impossible to show each animal within 
its normal environment, the scientific classifica-
tion and an efficient work organization in the 
museum demand a structure that follows scientific 
criteria such as lines of evolutionary development 
etc. For the amateur user these criteria are often 
of little help and do not communicate a holistic 
picture of the natural environment of an animal. 
Moreover the normal ordering systems in muse-
ums do generally not convey information about 
the historic development of the field. Specialized 
departments or exhibits provide this information 
in a different context that splits these components, 
which are aspects of the same object complex into 
completely separated discourses. The separation 
of the research part and the display part of the 
collection for example made it possible to install 
dioramas which present a model of an excerpt of a 
complete ecosystem and thus provide the context 
to the visitors that is missing in the scientific col-
lection – but at the same time it takes the objects 
on display out of their embedding in the scientific 
systematic. In the virtual environment these com-
ponents can be superposed and integrated into one 
experience that has several layers between which 
the user can navigate seamlessly. In this way the 
intertwined perspectives on the object can be 
communicated in an integrated way where not 
one aspect has to be eliminated in order for the 
other to be present. Such an approach, though, 
poses again new didactic challenges. A problem 

that we know from various hypertext implemen-
tations is the cognitive load that is put on the 
reader of the hypertext to negotiate the different 
argumentative threads and knowledge areas that 
are brought together though links between them. 
It has often been criticized about hypertext that 
the reader, after following a hyperlink, is put into 
a completely different context that is thematically 
related but formulating a different argument then 
the text he was originally reading. Often termed as 
‘lost in hyperspace’, this problem has continued to 
haunt authors and readers of hypertexts. Another 
problem of such a multi-layered approach is to 
find the right measure in respect to the depth in 
which the different aspects should be covered 
to control the cognitive load on the viewer. It 
is necessary to establish the right balance and 
avoid an oversimplification of the matter and an 
overly challenging and thus discouraging depth 
of information.

We are using two main strategies to respond 
to these challenges. The sense of being lost after 
following a contextual link is mitigated by our use 
of a geographic organization system, which allows 
the user to use his experience with spatial naviga-
tion in order to adjust his orientation. The contex-
tual thematic displacements have actual position 
changes and distances in the virtual geography 
associated with them making the displacements 
more easily readable. A map overview helps to 
trace the path that the user follows while traveling 
through the virtual space.

Starting inside the virtual representation of 
the museum the users can follow contextual links 
the lead them to secondary spaces, which can 
be explored in order to learn about a particular 
aspect linked to an object that they encountered 
inside the museum space. These contextual spaces 
provide access to historical documents, additional 
information about expedition journeys together 
with photographs etc. In this way the user can for 
example follow the route of a particular expedition 
and learn where and under which circumstances 
the objects that he sees now as taxidermies in the 
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museum were found and which role they played 
in the scientific interpretation. Specific objects 
serve as connectors between these spaces. Since 
the objects are nodes in which the thematic lines 
of the different discourses intersect – for example 
the discourse of the historic interpretation and 

the role of an object in the current scientific re-
search – the objects serve as the gateways or links 
between the central museum space and various 
contextual spaces.

In our first implementation we found that the 
particular quality of the rich and textured objects 

Figure 1. The museum space as an abstract rendition of the architecture is the central hub in the experi-
ence. From here the viewers can explore several contextual spaces

Figure 2. Screenshot of a contextual space. The depicted space allows the user to learn about the first 
German deep-sea expedition of 1898-1899
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and the museum space itself were not conveyed 
in the virtual environment. The sensation of tan-
gible reality of the encounter with real objects 
was impossible to achieve with a pure computer 
graphics-based approach. The use of computer-
generated models and of a space that is suitable for 
real-time rendering does not convey the aspect of 
reality and individuality of these objects. In reality 
we use a whole range of cues to understand and 
interpret the material structure of objects that we 
see. Just from looking at it we can infer what the 
surface and materiality of an object will feel like. 
The computer graphics are not in the position to 
deliver this degree of detail and realism so that 
we always perceive them as artificial pointers that 
stand in for the real object. With computer graph-
ics we thus cannot transmit the pungent feeling 
that the object on display actually is a real animal, 
maybe a sample of a species that used to live on 
earth and that now is extinct. The particular power 
of realizations from this reality-encounter and its 
pedagogic values were not communicable in the 
VR environment.

Geoffrey C. Bowker points in his book 
Memory Practices in the Sciences to the inherent 
difference between the two devices, the museum 
collection and the computer-based collection, as 
two different memory regimes. We can either be 
“acting as archives commissioners or conjuring 
the world into a form that can be represented in 
a universal Turing machine whose past has been 
evacuated in order to render its future completely 
controllable. Integrally associated with each 
are two symbolic realms: memorializing differ-
ence and secular time through classification and 
hermeneutics, or memorializing sameness and 
circular time through abstraction and analysis” 
(Bowker 2005, p.109). Bowker sharpens our 
understanding of how the encoding of informa-
tion into a particular memory practice shapes the 
information that is being encoded and produces 
distortions and translation artifacts. We perceive 
the computer-generated images as the idealized 
result of an abstraction, as the result of a com-

plicated but nevertheless formulaic description 
rather than as individual real objects of which 
only this one singular entity exists. Despite the 
qualities of the VR environment stated above this 
particular aspect of individuality and historicity 
of the presented objects was missing.

A Mixed Reality Environment

In order to preserve the quality of object representa-
tions, which we considered very important for our 
project, the decision was to create a mixed reality 
environment using a combination of computer-
generated space and photography. The use of 
photographic images allowed us to re-establish at 
least part of the rich and individual quality of the 
space and the objects. Photographically derived 
images capture exactly all these small cues that we 
use in order to determine realness and materiality 
of an object. In this way we were able to fill in the 
aspect that seemed missing in the pure computer 
graphics solution and make clear that the viewer 
is looking at specific objects that have ‘their own 
life’, their stories and their past, which is part of 
their role of scientific knowledge devices. The 
collection that is the center of our project contains 
a large number of so called type-objects, objects 
which are the one particular individual that was 
used to describe a species. It is this object that 
scientists have to come back to when they found a 
new species that they want to establish in distinc-
tion to an existing one. This means that the aspect 
of individuality of the objects plays an important 
role in the perception of the collection.

In holding with Roland Barthes’ considerations 
of photography we use the aspect that a photograph 
makes “it possible to recover and print directly 
the luminous rays emitted by a variously lighted 
object. The photograph is literally an emanation 
of the referent” (Barthes 1981, p. 80). According 
to Barthes a photograph has the ability to conjure 
the presence of an object or person even when it 
is the image of a corpse: it is the living image of 
a dead thing.
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We used photography in several ways to depict 
the museum space as well as the objects that we 
are presenting. For the object representation we 
used a motion control camera to take a series of 
photographs from all perspectives of the objects in 
10-degree steps and texture-mapped these images 
on planes in the virtual space. This enables the 
viewer to manipulate the virtual representation of 
the objects and turn them around in all directions 
in front of him. This technology allows him to 
examine the highly realistic rendition of the object 
as if he could take it into his own hand – he can 
examine it thus in a way that would even be im-
possible with the real object in the museum. This 
is a great step towards enhancing the immediacy 
and tangibility of the matter for the learner. The 
images were photographed in a light tent in front of 
a defined background in order to be able to mask 
them to fit seamlessly into the virtual space.

For the rendition of the museum space we 
shot still images from various perspectives in the 
space and placed them inside the virtual space in 
correspondence to the position where they were 
shot in reality. As the viewer navigates through the 
space the images appear in front of him revealing 

the perspective of the building from this point of 
view. As he continues new images appear while 
the others fade away. The building is thus com-
municated as a series of highly realistic perspec-
tives that form as a sum effect an impression of 
the space. Rather than creating one seamless and 
coherent appearance of the building we decided 
to use this additive approach that lets the viewer 
appreciate the building as the result of exploration. 
If the viewer stands still the space appears empty. 
It will only be filled through the active navigation 
of the viewer. The posing data for the images were 
gathered with the help of laser distance measuring 
and inclination measuring using accelerometers 
attached to the camera.

In addition to the still images we shot video 
footage of trajectories through the space. In a 
combination of track-shots and steady-cam shots 
we produced a number of displacement sequences 
that deliver an animated and seamless depiction of 
different paths through the building. As the viewer 
navigates through the space these images appear 
and start to move along their path. The fading be-
havior of appearance and disappearance is similar 
to the still images, but the video sequences ‘fill 

Figure 3. Screenshot of the central space and one object of the mixed reality environment. Both are 
represented with photographs posed in the space of the virtual museum
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in’ the gaps between the still images and deliver 
a continuous perspective. Nevertheless the video 
image is restricted by the borders of the frame and 
equally delivers only one point of view, one excerpt 
of ‘reality’. The video-trajectories are posed in the 
space in the same way as the still images.

In order to support the notion of discontinu-
ous perspectives that is formulated with the still 
and moving imagery we added a third kind of 
photographic rendition in the form of spherical 
panoramas. The panoramas depict full spherical 
views (360 degrees of horizontal and 180 degrees 
of vertical field of view) around one defined point 
of view. These spheres are distributed in the ex-
terior space around the museum. They deliver a 
coherent full panoramic view but do not allow for 
any displacement in space. In particular the spheri-
cal panoramas render the epistemological quality 
of the collection of individual samples evident, 
which is the basic epistemic form in many of the 
research approaches of natural sciences. One of 
the clear examples for this is the exploration of 
the ground of the sea by a series of soundings 
that only measure one small point of the ground 
but in a massive density give us an image of the 
relief of the bottom of the ocean.

The design approach we followed in our proj-
ect does not aim for photorealism instead we are 
underlining the fact that each photograph is just 
one perspective from one particular point of view 
inside an abstract constructed space. By navigating 
through the museum space the viewer moves in 
and out of these vantage points and experiences 
an impression of a space reminiscent of cubist 
paintings that combine multiple perspectives into 
one picture. This appears as a good translation of 
the notion expressed by Jean-Paul Sarte that was 
mentioned earlier which describes the perception 
of reality as a succession of views where the object 
is never given as a whole (Sartre 2006, p. 8).

The same principle applies to the objects which 
can be seen from all sides by navigating around 
them as if they were three dimensional objects 
but it is still clear that each individual perspec-
tive is given by one flat image. We intentionally 
made the cuts from one perspective to the next 
obvious in order to highlight the changes between 
perspectives rather than smoothly cross-fading 
them. Our motivation for this design is that we 
want to heighten the awareness for perspective 
dependency rather than creating a coherent il-
lusory space. Through the decision not to create 

Figure 4. Screenshot of one of the mixed reality objects consisting of a regular matrix of photographic 
images from different perspectives on the object
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a virtual environment that strives for immersion 
by means of extreme realism of the experience 
we are able to create a hybrid space that combines 
highly realistic aspects with abstract aspects. The 
reduction of the museum building to its floor-plan 
and elevation outlines clearly does not give the 
viewer the idea that he is navigating a more or 
less perfect computer-generated likeness of the 
real museum. Instead, the use of visual abstraction 
rather directs his attention to the functional prin-
ciples of the museum space. He sees the building as 

an abstract ordering system that defines numbered 
compartments in which the objects are categorized 
and stored. The floor-plan with the room numbers 
and section names becomes thus an allegorical 
representation of one of the core functions that 
the museum fulfills as an institution. In all parts 
of the experience we attempted to create this kind 
of functional analogy between the virtual space 
and the real entity that it represents.

We refer to the virtual environment of our 
project as a mixed reality environment. The term 

Figure 5. Screenshot of the panoramic spheres surrounding the museum space

Figure 6. Singular point of view of a spherical panorama
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mixed reality has been used to refer to the combi-
nation of different modes of representation within 
one display environment. These are generally 
a combination of computer-generated artificial 
representations with ‘real’ representations, which 
are mostly photographically derived. In many 
implementations of mixed reality environments 
we see virtual objects placed in a ‘real’ space. 
This ‘real’ space is mostly rendered by a video 
camera view that is composited in real time with 
the virtual object to form a seamless compound. 
A similar system can be found in displays that 
overlay abstract data representations over a real or 
photographically rendered space. Our approach in 
Venture to the Interior is the opposite as it inserts 
‘real’ objects in their photographical depiction into 
an abstract virtual space. We are writing ‘real’ 
here in apostrophes since it is philosophically 
contestable to speak of a photographical rendi-
tion of an object as ‘real’ – but for the ease of 
the argument we are following the established 
usage of the word in distinction to the computer 
generated, artificial renditions. As explained at 
the beginning of this chapter we are concerned 
with the communication of the tangible aspects 
of the museum objects in this project. This is 
the reason why we went to this kind of inverse 
implementation of mixed reality that allows us to 
convey an aspect of high realism in the rendition 
of the objects while placing them in a space that 
is focusing on the metaphorical communication of 
the abstract functional principles of the museum 
as an institution of knowledge constitution.

The idea of a space that does not convey the 
notion of seamlessness and coherence also serves 
us to address another concern. Even though the 
creation of a consistent and complete system of 
knowledge is along the lines of the scientific 
worldview inspired by the ideas of Enlightenment, 
we wanted to direct the attention to the fact that 
the knowledge comprised in a system like the 
museum can never be complete and proceeds only 
from one position to another. By highlighting the 
gaps between the different positions and making 

the transition from one view to the next discon-
tinuous and noticeable we support the awareness 
of the vanity of the project of collecting with the 
implication of completeness – and direct the at-
tention more towards the research methodology 
and the museum as an institution in general rather 
just giving a realistic depiction of one particular 
museum. With this consideration we are clos-
ing the circle to the ideas of Gottfried Wilhelm 
Leibniz who we quoted earlier with his idea of 
a public forum of education and entertainment. 
In his work Monadology he describes a similar 
concept of a worldview consisting of a dense as-
sembly of individual and discreet perspectives. 
“And so the same town, looked at from various 
sides, appears quite different and becomes, as it 
were, perspectivally numerous; it happens in the 
same way that, because of the infinite number of 
simple substances, it is as if there were so many 
different universes, which are nothing but perspec-
tives of a single universe, according to the special 
view of each Monad.” (Leibniz, G. F. quoted after 
Jones, 2006, p. 208). Leibniz uses the concept of 
a great number of individual perspectives that can 
theoretically be extended towards infinity first as 
a mathematical concept to formulate a solution 
to the problem of the quadrature of the circle and 
his invention of the infinitesimal calculus. Later 
he extends this concept to comprise perspectives 
in a more universal sense: “There are as any 
mirrors of the universe as there are minds; for 
every mind perceives the entire universe, but 
confusedly.” (Leibniz, G. F. quoted after Jones, 
2006, p. 208).

FUtURE REsEARCH dIRECtIons

The Venture to the Interior is a first implemen-
tation of a virtual learning and entertainment 
application, which allowed us to develop design 
strategies that address questions relevant to sev-
eral fields. As stated in the introduction of the 
chapter we see an increasing demand for virtual 
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learning environments for public education made 
available through computer networks. These ap-
plications will have to address various levels of 
learner expertise ranging from young students at 
school entry level to older students and eventually 
adults who need additional schooling. The use of 
computer-based applications for remote learning 
has received growing attention and in particular 
the area of serious games as an educational tool 
acquired recognition over the past years. Translat-
ing the sources and principles of player motiva-
tion into the realm of learning applications has a 
very compelling promise. The main discursive 
mode of games is a form of simulation as the 
game theorist Gonzalo Frasca outlines (Frasca 
2003, p. 233). He describes games as instances 
of simulation, which are constituted by a set of 
states and transformation rules that models the 
behavior of a system that is the subject of this 
simulation or the topic of the game: “to simulate 
is to model a (source) system through a different 
system which maintains (for Somebody) some 
of the behaviors of the original system. The key 
term here is ‘behavior’ (Frasca 2003, p 223). The 
focus on the behavioral modeling is what Frasca 
highlights as the main distinction to the ‘classi-
cal’ representational media. It is clear that there 
is great didactic value in the creation of a system 
in which the player – or the learner – can play 
through different scenarios and find out how a 
certain behavior influences the system as a whole. 
This approach has the benefit that learners can 
determine in an experimental way what the ‘best’ 
solution in a given situation would be and they 
can find answers for example to questions of the 
type ‘what would have happened if?’. They can 
arrive at this conclusion in a self-guided way and 
have potentially good retention of the results due 
to their experiential involvement. The downside 
is that the actual historic development becomes 
a contingency of the simulation process. As one 
version among many other possible outcomes the 
actual historic scenario is weakened in its role 
and not at the center of the investigation. Instead 

of directing the focus on historical evidence and 
why things happened the way they happened, it is 
directed to the modeling aspect of the experience. 
The implementation of the mechanisms that model 
the situation are an abstraction based on prior 
analysis and therefore present the result of this 
analysis for the investigation through the learner 
rather than giving him the possibility to engage 
into the analysis himself. In our approach in the 
Venture to the Interior project we direct the focus 
towards the historical component of the museum 
collection and the shifting interpretations of scien-
tific objects. All information is conveyed through 
actual historic documents and interviews. The 
photographic presentation strategy of the objects 
discussed above extends to the other documenta-
tion materials as well. The interaction principles of 
our application turn away from simulation towards 
exploration. Nevertheless, the metaphor of spatial 
exploration is pertinent to the activity of scientific 
exploration and collecting and therefore does not 
move away from a correspondence between the 
principles pertinent to the subject matter and the 
interaction principles. With this shift towards a 
documentary approach we are moving in a direc-
tion that has been sparsely explored so far but 
seems very promising and relevant for educational 
purposes (Bogost, Poremba, 2006, p. 2). In order 
to enable an efficient assessment of the educa-
tional efficiency of applications implementing 
this documentary paradigm it will be necessary to 
develop an appropriate evaluation methodology. 
This methodology will inform the design process 
of balancing the components of representation 
and simulation within such an application. It will 
equally guide further research into other usage 
and distribution scenarios. It seems that this form 
can be equally useful as an application for remote 
learning experiences as for onsite enhancement 
of existing museum exhibits. The possibility to 
deploy such an application as a fixed museum 
installation with custom interface technology, 
as an online component that is distributed over 
the internet or even as an application that can be 
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deployed on portable devices makes this project 
a very rich platform for further investigation. 
In particular the possibilities of current mobile 
devices that combine versatile communication 
capabilities with powerful computer graphics open 
a new range of applications in the context of spatial 
exploration. Both the onsite museum exhibit as 
well as the remote applications can benefit from 
the possibility to explore the museum space with 
the support of small portable handheld.

ConCLUsIon

The project Venture to the Interior gave us 
the opportunity to reflect questions linked to 
the representation of real historic objects in a 
computer-based simulation environment. The 
particular setting of the project made it obvious 
to consider these issues between the pole of the 
classic natural history museum as a collection 
of tangible objects and the pole of digital data-
collections communicated through electronic 
networks. Of special interest was the possibility 
to translate the didactic values that the encounter 
with real-world objects provides for a learning 
experience into a digitally mediated environ-
ment. We found that a mixed reality approach 
provides particular advantages to integrate the 
high degree of interactivity and flexibility of a 
virtual environment with the reality reference of 
photographic media. This combination allows 
to create a learning experience that is engaging 
and has the advantages of easy and widespread 
distribution through electronic networks enabled 
by the digital format while still communicating a 
feeling of groundedness in reality. The aspect of 
immediacy and experiential directness provides 
great potential for the use in communicative situ-
ations spanning vastly different educational levels 
and cultural backgrounds. Further experiments 
based on this model will be developed to further 
investigate this potential.

The current implementation allows us to see 
how the project is suitable to serve as a versatile 
and strong learning tool. At the same time it be-
comes a means of communication for a museum 
that can use it to satisfy its preservation needs to 
protect the collection objects while still making 
them available to the public in a mediated hands-
on experience.

In our particular case the project served also 
to make parts of the collection available to the 
viewers that are normally not part of the display 
collection. By ‘opening’ the scientific collection, 
the storage area of the museum is accessible for the 
virtual exploration through the viewers, which is a 
reversion of the historical decision to separate the 
two parts of the collection without compromising 
workflow and conservational demands.
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KEY tERMs And dEFInItIons

Distance Learning: A learning environment 
designed to be used outside of the normal class-
room setting in a self-controlled manner. Generally 
distance-learning systems are implemented for re-
mote access through electronic communication.

History: A chronological account of events 
that happened in the past.

Mixed Reality: An environment comprising 
different kinds of renditions in the same display 
context such as a combination of computer-gen-
erated imagery combined with photographically 
derived images.

Realism: A concept describing a representation 
of an entity that is assumed to exist in the world 
that is in strong similarity to our perception of this 
entity. The concept is often used in the context of 
photo-realism referring to the ‘realistic’ – life-like 
quality of photographic depictions.

Serious Games: A game that is designed to 
serve a purpose that is not primary entertainment 
but for example education or training etc.

Virtual Museum: A collection of artifacts of 
non-material character. Generally used for digital 
representations of artifacts that can be accessed 
in a computer-based environment.

Virtual Reality: A computer application that 
allows the user of this application to interact with 
a computer-generated simulated environment.
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ABSTRACT

In the last 20 years we have assisted to the birth and growth of the World Wide Web. It rapidly changed 
from a tool conceived for scientists at CERN, into a global information network, populated by billions 
of users. Currently, we are experiencing another change within the Web paradigm, where the Web is 
viewed as a read/write tool enhancing users’ collaboration and participation in information creation, 
consuming and sharing. Web 2.0, intended as a second step in the Web’s evolution, is a complex topic 
and therefore it is difficult to clearly define it. It concerns viewing the Web as a platform for the develop-
ment of Rich Internet Applications that go beyond the page metaphor of Web 1.0. It lies on the ideas of 
1) users’ participation; 2) users production of content and; 3) data remixability, so that Web applica-
tions and services can be employed as social tools allowing mass users collaboration and information 
sharing. The authors describe in this chapter, the main concepts behind the Web 2.0 paradigm, together 
with the technological aspects and design patterns that demonstrate this new way to use and perceive 
the Web. In second stance, they highlight future directions and research trends which are leading to the 
next Web’s evolution phase: the Social Semantic Web.
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IntRodUCtIon

The Web was initially conceived as a standard to 
link static hypertext documents by means of the 
HTML language. This approach is known as the 
1.0 stage of the Web. With the advent of the first 
data memorization systems and server-side lan-
guages, we assisted to the birth of dynamic Web 
sites, like on-line bulletin boards or forums. This 
brought many advantages both to the developers 
(who can easily manage the contents of their 
Web site) and to the users (who can make use of 
always up-to-date contents, with more possibility 
of interaction and data filtering). Moreover, client-
side languages and Cascading Style Sheets (CSS) 
enabled the creation of Web applications which 
have functionalities that are similar to the corre-
sponding desktop applications. Web 2.0 is the term 
adopted to identify this kind of evolution, where 
the increment in the version number (from 1.0 to 
2.0) does not refer to an updating of the technical 
aspects of the World Wide Web, but to a different 
use of the Web platform by developers.

It was mainly in 2004 that the diffusion of 
this new term associated with the Internet began 
to take place. Web sites like Flickr1, Youtube2 
and Wikipedia3 started to influence the form us-
ers search, consume and share information. It is 
important to notice that most of these users did 
not even know the term Web 2.0, testifying that 
the level of adoption of a certain technology by 
users is not necessarily bound to its name. As stated 
by Tim Berners Lee (2006) during an interview, 
“Web 2.0 is of course a piece of jargon, nobody 
even knows what it means”.

The salient characteristics of Web 2.0 are: 1) 
the users’ participation in generating information 
and the consequent development of a collective 
intelligence; 2) the Web as an environment where 
developing Web sites and applications that put 
the control of contents in the hand of its final 
users; 3) the user-centered design and the rich 
user experience.

BACKGRoUnd

Starting from 2004 we are assisting to an evolu-
tion of the Web due to the birth of new services 
and applications that are changing the habits of 
Internet users. The term Web 2.0 was coined during 
a conference brainstorming session during FOO 
Camp4 (a conference at O’Reilly Media) where 
Dale Dougherty, vice-president of O’Reilly, stated 
that the Internet was going through a phase of 
growth and innovation that cannot be ignored. 
It is not possible to give a unique and synthetic 
definition of what the Web 2.0 is, mainly because 
not all the people agree on the point that it really 
is an innovation or a mere evolution. In any case, 
it is possible to refer to this compact definition of 
Tim O’Reilly (2006) in order to catch some of the 
most important aspects of Web 2.0: “Web 2.0 is 
the business revolution in the computer industry 
caused by the move to the Internet as platform, 
and an attempt to understand the rules for success 
on that new platform. Chief among those rules 
is this: Build applications that harness network 
effects to get better the more people use them” 
(O’Reilly, 2006).

It appears clear from this definition that one of 
the cardinal points of the Web 2.0 is the possibil-
ity to view the Web as a platform for developing 
new applications that no longer reside on users’ 
machines. The same fact of labeling with a ver-
sion number this new stage of the Web can be 
viewed as an analogy with the classical desktop 
application we are used to. This process is mainly 
guided by the fact that the user no longer accepts 
to passively use this communication medium but 
otherwise to actively participate in its growth. 
Therefore, it should be an error to consider this 
second stage of the Web only from a technical 
point of view.

Skeptics support the thesis that the Web 2.0 
term does not have its own meaning because it 
rests mainly with the meaning each promoter 
decides to assign to it. As stated by Russell Shaw 
(2005): “[...] But Web 2.0 does not exist. First of 
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all, Web 2.0 is a marketing slogan”. In any case, 
all the researchers in this area agreeing that Web 
2.0 is concerned with the users and developers’ 
consciousness to exploit communication media 
like the Internet, by taking advantage of active 
users’ participation in creating and sharing in-
formation. This new form of participation breaks 
with the hierarchical conception of the Web as an 
administrator-user model and establishes new rules 
in the creation of novel communication models.

From Web 1.0 to Web 2.0

It is easy to perceive that, from a pure technological 
point of view, there are no substantial differences 
from Web 1.0 and Web 2.0 because they share 
the same fundamental communication protocols 
like TCP/IP and HTTP. The concept at the base 
of the relationships between contents is still the 
hypertext, allowing to define a semantic structure 
for the hypertextual documents.

During the brainstorming at the O’Reilly 
Media’s conference (O’Reilly, 2006), the main 
differences between the two Web paradigms have 
been highlighted. These differences are summa-
rized in Table 1.

The design and development of a personal 
Web site has always required time as well as 
technical skills and knowledge. As an example, 
to build her own Web page, a user had to know 
several languages including: 1) languages to de-
scribe the structure of the information within a 
document (like HTML) or its look and formatting 

(like CSS); 2) server-side languages (like PHP or 
ASP); 3) languages for querying databases (like 
SQL). These requirements can be considered as 
a serious obstacle for all that users who would 
like to build their personal page, but who did 
not have the adequate technical skills. The birth 
of blogging services provided a new impulse in 
the creation of personal pages by the user, due 
to the ease and simplicity in subscribing to these 
services and starting to publish and share any kind 
of information.

The Wiki technology represents the natural 
evolution of the Content Management Systems, 
implementing all its paradigms: it allows the users 
to add new contents and at the same time to modify 
existing content, as inserted by other users.

The term stickiness refers to the kind of content 
employed in a Web site to make the user return 
to visit it, creating a sort of community. On the 
other hand with the syndication technique, the 
user is no more forced to visit again the Web site 
to visualize its contents, but Web site material 
is made available to multiple other sites. Most 
commonly, Web syndication refers to making Web 
feeds available from a site in order to provide 
other people with a summary of the Web site’s 
recently added content (for example, latest news 
or forum posts).

Data, information and concepts can be clas-
sified and categorized following a taxonomic 
scheme. In a taxonomy concepts ar organized in 
a hierarchical structure so that each concept is 
related to others by means of previously defined 

Table 1. Main differences between Web 1.0 and Web 2.0 (Partially extracted from (O’Reilly, 2007, p. 
18) 

WEB 1.0 WEB 2.0

Publishing Participation

Personal Web sites Blogging services

Taxonomies (directory) Folksonomies (tagging)

Stickiness Syndication

Content Management Systems (CMS) Wikis
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categories/subcategories. In a participative con-
text like the Web, this lack of flexibility can be a 
problem. The term folksonomy refers to a different 
kind of content classification that exploit users’ 
collaboration. A folksonomy is a user-generated 
taxonomy, in which users are collaboratively cre-
ating and managing keywords (tags) to annotate 
and categorize content. In contrast to traditional 
taxonomies, metadata is generated by creators 
and consumers of the content, employing freely 
chosen keywords.

FoUndAtIons oF WEB 2.0

Figure 1 and Figure 2 provide two different mind 
maps regarding the main concepts that character-
ize the Web 2.0. Mind maps turn out to be really 
helpful to represent words, ideas, tasks, or other 
items linked to and arranged around a central key 

word or idea. As we can see, there exist a multitude 
of terms related to the Web 2.0 demonstrating that 
Web 2.0 is a complex topic and it is difficult to 
clearly define it.

In the next paragraphs we present some of 
the fundamental ideas behind the Web 2.0 para-
digm: 1) the architecture of participation, or the 
idea of bringing together various technologies 
and activities designed to facilitate and promote 
participation, communication and the active 
production of meanings and knowledge; 2) the 
user-generated content, referring to that kind of 
multimedia content produced by users, that are 
publicly available for others to consume; 3) the 
value of the power of the crowd and the collective 
intelligence, based on the concept expressed by 
Bennis and Biederman (1998) that “none of us is 
as smart as all of us”; 4) consider the Web as a 
platform for the development and deployment of 
new Web applications, that have to be delivered 

Figure 1. Meme map of Web 2.0 that was developed at a brainstorming session during FOO Camp. 
Source (O’Reilly, 2005)
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as frequently-updated services that, following 
the open source philosophy, get better the more 
people use them and; 5) the network effect, con-
cerning the benefits related to the effect that one 
user of a service has on the value of the service 
to other people.

ARCHItECtURE oF PARtICIPAtIon

The architecture of participation is quite a subtle 
concept, which is confirming the diffusion of the 
Web 2.0 paradigm. The key intuition resides on 
the ideas of collaboration and user production of 
content, so that Web services can be employed as 
tools allowing mass user collaboration and infor-
mation sharing. At a higher level, we can identify 
the presence of the architecture of participation 
in the process involving user interactions with 
an application or service as a means to improve 
the application or the service itself. In fact, new 

multimedia Web systems are designed following 
development and fruition procedures near to the 
Open Source’s models, where the user interaction 
is not only an effect produced by a service, but a 
possible source for the improvement of the system. 
Referring to the idea exposed by O’Reilly in his 
work, the Bittorrent network is a clear example 
to demonstrate the Web 2.0 principle of architec-
ture of participation. He stated that “the service 
automatically gets better the more people use it” 
and that this process confirms the presence of “an 
implicit ‘architecture of participation’, a built-in 
ethic of cooperation, in which the service acts 
primarily as an intelligent broker, connecting the 
edges to each other and harnessing the power of 
the users themselves” (O’Reilly, 2005, p. 2).

The hyperlinking, which represents the base 
of the Web, can be employed to take advantage 
of the collective intelligence and promote archi-
tecture of participation: for example, users can 
generate new documents, which will be added to 

Figure 2. Markus Angermeier’s Web 2.0 mind map. Source (Angermeier, 2005)
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the Web structure and subsequently discovered by 
other users (these latter can further spread such 
information by creating new hyperlinks). There-
fore, connections over the Web grow as a result 
of user’s participation. Such connections can be 
exploited by Web search engines as a popularity 
measure in order to create a hierarchy and supply 
better search results. As an example PageRank 
(the well-known link analysis algorithm used by 
the Google search engine) (Brin and Page, 1998) 
assigns a numerical weight to each element of 
a hyperlinked set of documents, to measure its 
relative importance within the set. Briefly, the 
PageRank for a Web site results from a voting 
process among all the other pages on the World 
Wide Web. A hyperlink to a page counts as a vote 
of support. Sites with a high PageRank value are 
considered as authorities, so that their vote is 
more influential in determining the PageRank of 
linked sites.

Twitter’s5 social network is an example of 
architecture of participation on a micro scale. 
Twitter is essentially a free micro-blogging service 
that enables its users to send and read other users’ 
updates known as tweets. Tweets are text-based 
posts of up to 140 characters, which are displayed 
on the user’s profile page and delivered to other 
users who have subscribed to them. Twitter’s 
micro-blogging platform supports the architecture 
of participation in the way it allows users to share 
links to multimedia resources as developers to 
create open source tools for the community.

In any case, when considering the architecture 
of participation, we have to take into account the 
concept of Participation Inequality exposed by 
Jacob Nielsen (2006). He stated that: “In most 
on-line communities, 90% of users are lurkers 
who never contribute, 9% of users contribute a 
little, and 1% of users account for almost all the 
action” (Nielsen, 2006). Participation over the 
Web follows this 90-9-1 rule: 90% of users only 
read or observe, but do not contribute; 9% of users 
contribute from time to time, but contributing does 
not represent their main priority and; 1% of users 

are responsible for the mayority of contributions: 
it seems as if they do not have real lives as they 
often post a comment just minutes after an event 
occurs. A direct consequence is that the set of 
active users is not representative of the totality 
of the users and this, for example, can negatively 
affects customer feedback studies.

Designer’s aim should not lie in eliminat-
ing this participation inequality, but in reducing 
the existing gap, so to involve that part of users 
oriented to participate (the 9% of the formula). 
Nielsen (2006) highlighted some guidelines to 
overcome the inequality among which:

Facilitate users’ collaboration by making it • 
easier to contribute;
Automate relationship mechanisms by ex-• 
ploiting available data. A clear example is 
the Amazon’s recommendation engine, an 
item-to-item collaborative filtering algo-
rithm using input about a customer’s in-
terests to generate a list of recommended 
items;
Promote quality users by introducing mech-• 
anisms to evaluate their reputation. An ex-
ample is eBay’s feedback policy. Feedback 
is made up of comments and ratings left 
by eBay members who have bought from 
and sold to the member who they evaluate. 
These comments and ratings are then em-
ployed as indicators of user’s reputation as 
a buyer or seller on the eBay platform.
Incentive participation by rewarding peo-• 
ple for contributing. Several prizes besides 
money to reward contributors can be taken 
into account, such as preferential treatment 
or use special symbols in users’ profiles 
that indicate their level of participation. An 
example is the Duke Stars Program on the 
Sun Microsystems Forum6, where forum 
users can earn Duke Stars by answering 
questions posted by fellow developers and 
receiving points from the question owner.
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User-Generated Content

The architecture of participation of the Web is 
deeply influenced by the growing presence of 
Web services that encourage users to collaborate, 
contribute and share multimedia content. It is 
common to refer to this kind of content publicly 
available on the Web, which is produced by end-
users, with the term user generated content (UGC) 
or consumer generated media (CGM).

Despite UGC is a topic frequently referenced 
by media and experts, when discussing about Web 
2.0 concepts and technologies, it does not really 
exist a widely accepted definition of it. Wikipe-
dia, for example, refers to it as “on-line content 
that is produced by users [i.e. non-media profes-
sionals (i.e. “ordinary people”)] as opposed to 
traditional media producers such as broadcasters 
and production companies. […]”.

OECD (Organization for Economic Co-op-
eration and Development) (Vickery et al., 2006) 
has identified three main aspects that characterize 
UGC. The first aspect deals with the publication 
of content. In fact, only such content that is been 
published in some context and is of public access 
over the Web (e.g. on blogs or social network sites) 
can be considered as UGC. This characteristic 
allows to exclude from UGC email messages, 
two-way instant messages and similar. The sec-
ond aspect regards the creativity effort behind 
UGC. The production of this kind of content 
always involves user’s creative power, whether 
she is generating new content or adapting exist-
ing works to produce a new original one. In any 
case, users must add their own value to the work, 
which can also be generated from a collaborative 
effort, as in the case of Web sites allowing users 
to collaboratively edit information. Lastly, UGC 
is the result of a process generally led outside an 
institutional or commercial market context and it 
is generated by non-professional users without the 
expectation of any economical profit. As a matter 
of fact, there exists a variety of motivations that 
leads users to produce content which include: 

social rewards like fame, notoriety and reputa-
tion within a group of people (Anderson, 2006), 
the possibility of connecting with other users 
and the opportunity to express one’s own ideas. 
UGC has also been characterized as a two-way 
process which encourages the publishing of one’s 
own content and commenting on other people’s, 
in contrast to the classical one-way distribution 
of the information.

In any case, the conjunction element of all the 
definitions concerning UGC seems to involve 
self/personal publishing (Downes, 2004) and self 
expression as the new media and technologies 
that allow its production. New media as digital, 
computerized, or networked information and com-
munication technologies, in fact, can be considered 
the optimal vehicle to generate, spread and share 
such kind of materials. Particularly, digital media 
technologies, blogging and podcasting services, 
mobile phone photography, wikis and social 
network sites are significant. As an example, the 
widespread use of Web sites and services hosting 
UGC constituted a great incentive for its creation, 
for not every user had available server space or 
the required skills to publish her work.

Journalist Dan Gillmor (2004) analyzed the 
implications of the Web together with the prolif-
eration of cheap and high quality digital cameras, 
videos, mobile and smart phones in the rise of 
the so called citizen journalism (also known as 
grassroots or participatory journalism). This term 
refers to the concept of members of the public 
“playing an active role in the process of collecting, 
reporting, analyzing and disseminating news and 
information” (Bowman and Willis, 2003). As a 
result, many media organizations, like newspapers 
or television companies, are carrying out new 
forms of information generation by taking into 
account public involvement in newsgathering. For 
example, as reported by Anderson (2006), the Sun 
newspaper allows his readers to submit photos by 
providing a dedicated mobile phone number.
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the Power of the Crowd

Wisdom of the crowd refers to a concept exposed 
by James Surowiecki (2004). In his book, Suruow-
iecki wrote about information generated or aggre-
gated by groups of people. The main idea behind 
this concept is that the result is generally better 
than what could be achieved by a single member 
of the group. In this work three different types of 
disorganized decision processes have been clas-
sified (cognition, coordination and cooperation), 
where group judgments result in a more effective 
solution of a problem. Nevertheless, Surowiecki 
pointed out that not all the crowds are wise and 
there exist four elements that characterize wise 
ones: 1) diversity of opinion; 2) independence; 3) 
decentralization; and; 4) aggregation. Conversely, 
the wisdom of crowds fails when: 1) decision 
making is too centralized; 2) decision making is 
too divided and; 3) decision making is imitative 
(Surowiecki, 2004).

Tim O’Reilly (2005) has exposed clearly the 
extent in which the idea of the Wisdom of the 
Crowd has influenced the Web 2.0 philosophy. 
He discussed the usage of users collaboration to 
enhance email spam filtering systems by reporting 
that “the individual decisions of email users about 
what is and is not spam, outperform[ing] systems 
that rely on analysis of the messages themselves” 
(O’Reilly, 2005, p. 2). This demonstrates that, 
in certain situations, it is possible for a group of 
people, acting in an independent but collective 
way, to perform better that any one individual.

In any case, it is necessary to point out that 
the original definition of Wisdom of Crowds as 
expressed by Surowiecki did not directly address 
Web systems. In fact, examples like the collabora-
tive filtering, which supposedly have to express 
the positive implications of the wisdom of the 
crowds within the Web 2.0 paradigm, are really 
more related to collaborative content authoring 
and sharing than to a proper collective wisdom.

The key point in the success of the most impor-
tant Web 2.0 companies relies on their usage of the 

Web platform and technologies to take advantage 
of this collective intelligence (O’Reilly, 2005) that 
arises from users as they begin to communicate. In 
order to harness collective intelligence: 1) informa-
tion must be freely produced and disseminated and; 
2) it must be a harnessing process that generates 
some knowledge from the collection of informa-
tion. One of the best examples of this phenomenon 
is the online encyclopedia Wikipedia. Millions 
of people contribute to the collective wisdom of 
Wikipedia, making it one of the most popular 
information Web sites. Collective intelligence also 
applies to democratic journalism (Baase, 2007) in 
that a group of non-experts determine what news 
is important, and then people outside the group 
can view the news based on those rankings. The 
social news sites Digg7 and Newsvine8 both fall 
into this category and rely heavily upon collective 
intelligence in creating their content.

Web as a Platform and 
the Perpetual Beta

Another important facet that characterizes the 2.0 
approach, is considering the Web as a development 
and deployment platform for new applications. It 
was Google9 who firstly introduced this new man-
ner of dealing with the Web, by breaking the old 
software paradigm of desktop application sold or 
licensed to the users. Google in fact, as appeared, 
imposed the new paradigm of native Web applica-
tions delivered as Web services.

W3C defines a Web service as “a software 
system designed to support interoperable machine-
to-machine interaction over a network” (W3C, 
2004). Generally the term refers to a client-server 
architecture in which communication takes place 
by using the HTTP protocol. It is possible to 
classify Web services into two main classes: 1) 
Big Web services, which make massive use of the 
Extensible Markup Language (XML) as message 
format and which follow the Simple Object Ac-
cess Protocol (SOAP) as message negotiation 
and transmission protocol and; 2) RESTful Web 
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Services, which follow the REST principles. In 
a RESTful Web service, in fact, application state 
and functionality are abstracted into resources, 
which are uniquely addressable using a universal 
syntax to employ in hypermedia links, to achieve 
better integration with the HTTP protocol.

The characteristic of Web 2.0 applications 
being delivered as a service and not as a product 
represents the key aspect of the Web as a platform 
idea, and leads to a number of related implications. 
First of all, as highlighted by Tim O’Reilly (2007), 
“the users must be treated as co-developers, in a 
reflection of open source development practices”. 
Web 2.0 applications, in fact, embraced the open 
source philosophy of release early and release 
often, impulsing the creation of an environment 
in which constant updates are the foundation for 
the development of a service. O’Reilly (2007) 
defined this concept as the Perpetual Beta, “[…] 
in which the product is developed in the open, with 
new features slipstreamed in on a monthly, weekly 
or even daily basis. It’s no accident that services 
such as Gmail, Google Maps, Flickr, del.icio.us, 
and the like may be expected to bear a ‘Beta’ logo 
for years at a time”. This highlights that Web 2.0 
applications have a development and deployment 
cycle completely different from the desktop ap-
plications of the client-server era.

Another aspect to be considered is that Web 
services frequently configure themselves as an 
Application Programming Interface (API), which 
can be accessed over the Web and executed on 
a remote system that hosts the requested ser-
vices. The API concept mainly refers to a set of 
procedures, data structures, and protocols made 
available to developers in the form of libraries 
or operating system services in order to support 
the implementation of software applications. A 
simple example of API is the abstraction between 
the hardware and the programmer who can read/
write on a storage device using the procedures 
of the available interface, without knowing what 
micro-operation are carried out by the hardware. 

The software that provides the functionality de-
scribed by an API is said to be an implementation 
of the API.

The employment of API changed the way in 
which Web companies interact on the Internet al-
lowing developers (skilled as well as occasional) to 
combine data from several sources, like Amazon10, 
eBay11, Google and Yahoo!12 in innovative ways 
and to build novel applications relying on such 
data. Therefore, the presence of a huge amount of 
user-generated data, together with the availability 
of such open APIs, has helped Web 2.0 services 
to develop rapidly and has facilitated the creation 
of mashup applications that exploit the synergy 
of different data sources, integrating a variety of 
contents (Zang and Rosson, 2008).

Treating the Web as a platform and the user as 
a co-designer, together with the availability of a 
huge amount of information, also generates new 
strategies for the design of Web applications. As an 
example, Web applications are designed to support 
remixability, defined as the users and developers’ 
needs to use and share public information pres-
ent on the Internet, in order to build new original 
work by composing, elaborating and modifying 
the available material.

Creative Commons is a no-profit organization 
that increases sharing and improves users’ col-
laboration by promoting the wide distribution of 
creative works available for others to build upon 
legally and to share. During the last years, this 
organization has released several licenses which 
allow creators to communicate which rights they 
reserve and that are characterized by a combina-
tion of four conditions: 1) Attribution; 2) Non-
commercial; 3) No derivates and; 4) share-alike. 
As an example, the “Attribution non commercial 
share-alike” license means that users are free to 
publish and modify the work of other users only 
if they clearly attribute the paternity of the work 
in the ways as defined by the author, they do not 
use it for commercial purposes and they share the 
work with the same original license. With these 
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licenses it is easy to establish in what manner a 
work can be distributed on the Web.

Lastly, the Web can be considered as a platform 
in the sense that, thanks to new development tech-
nologies and frameworks such as Asynchronous 
Javascript and XML (AJAX), Adobe Flex, Java 
enabled technologies like JavaFX and JavaServer 
Faces (JSF) and Microsoft Silverlight, Rich Inter-
net Applications (RIA) to mimic classical desktop 
applications. For example, Google Docs13 (Figure 
3) offers the functionalities of a word processor, 
spreadsheet and slide-show presentation in a single 
Web application with rich user interaction. It also 
supports collaborative features by allowing users 
to create and edit on-line documents while col-
laborating in real-time with other users.

network Effect

When applied to the Web, this economic term, 
is employed to demonstrate that, as more people 
start to use a service in which there is some form 
of interaction among users, there is an increase 
in value to the existing users (Klemperer, 2006). 
As the number of users increases, the system be-

comes even more valuable and is able to attract 
a wider user base. For example, as stated by the 
creator of del.icio.us14 Joshua Schachter (2006): 
“For a system to be successful, the users of the 
system have to perceive that it’s directly valu-
able to them”, and “If you need scale in order 
to create value, it’s hard to get scale, because 
there’s little incentive for the first people to use 
the product. Ideally, the system should be useful 
for user number one”.

Social networking sites are also good examples 
of network effect. The more people register onto 
a social networking Web site, the more useful the 
Web site is to its registrants.

sERVICEs And tECHnoLoGIEs 
oF tHE WEB 2.0

We describe in this Section technologies, Web 
services and applications that demonstrate the 
foundations of the Web 2.0 paradigm including: 
blogs, wikis, collaborative tagging systems and 
folksonomies, content syndication, social net-
working sites and mashup applications. Notice that 

Figure 3. Google Docs
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these are not really new technologies, since they 
make use of existing technologies and protocols 
constituting the Internet and the Web. Moreover, 
as in the case of mashups, they rely on data and 
information gathered from existing services, 
combining them to build new applications.

Blogs

The term blog refers to a Web site where a user (the 
author who maintained the blog, called blogger) 
writes articles (the blog entries or posts) in terms 
of commentary on a particular subject, descrip-
tions of event or personal diary entries, combining 
text, graphic content, and links to other blogs, 
Web pages, and other media related to the topic. 
Blog entries are generally displayed in an inverse 
chronological order (from the most recent to the 
oldest one), reflecting an on-line journal style 
(Doctorow et al., 2002). Most blogs also allow 
visitors to add a comment below a blog entry.

The blog structure is built by means of a dedi-
cated publishing application, which guides the 
user in the blog creation process. This structure 
is generally composed by a set of Web pages cor-
responding to the articles to be published. To each 
page a permalink, which is a link directly pointing 
the related article, is associated. A permalink is 
formed by a string of characters representing the 
date and the hour of the insertion plus some other 
system’s identification codes. If an article has 
been modified, renamed or moved, its permalink 
remains the same, so that if the content of the 
article has been cited by other blogs or Web sites, 
such links are not to be altered.

Trackback is another typical mechanism of 
a blog platform, allowing communications and 
notifications between two users. Supposing the 
author of a blog is referring to a post written by the 
author of another blog: the former can inform the 
latter by executing a trackback to the cited blog. 
Trackback works as follow: 1) the user A reads 
a post in a blog B; 2) A writes a post in her blog, 
inserting the trackback to the address of the post in 

B she wants to refer to; 3) once the post has been 
published, B receives the trackback informing on 
the related publication made by A.

Blogs employ the collective intelligence as a 
filter. The blog community is self-referential and 
the same bloggers are who augment the visibility 
or ratify the popularity of a blog. The ease in 
publishing articles, as well as inserting comments 
by users, promotes the creation of communities 
committed to share information and reflections on 
different topics. This process also promotes citizen 
journalism. According to Mark Glaser (2006): 
“The idea behind citizen journalism is that people 
without professional journalism training can use 
the tools of modern technology and the global 
distribution of the Internet to create, augment or 
fact-check media on their own or in collaboration 
with others”. Moreover, “blogs enable individuals 
to write to their Web pages in journalism time – 
that is hourly, daily, weekly – whereas the Web 
page culture that preceded it tended to be slower 
moving: less an equivalent of reportage than of 
the essay”(Benkler, 2006, p. 217).

Wikis

A wiki is essentially a Web site that allows us-
ers to modify its content (as well as to add new 
content) (Ebersbach et al., 2006). Such system is 
highly collaborative, due to the fact that it strictly 
implies people’s participation in generating and 
updating content. Many public wikis do not re-
quire mandatory registration to the service, still 
providing method to limit write access. Moreover, 
some wiki engines allow inhibiting users’ write 
access, for example, by checking their IP address 
or their username, when available. Restricted ac-
cess wikis are often used for professional purposes 
(Cych, 2006).

Within traditional wikis, there exist three dif-
ferent representations for each page: 1) the HTML 
code; 2) the page displayed by the Web browser (as 
the result of the HTML code parsing) and; 3) the 
source code which can be modified by users and 
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from which the system produces the corresponding 
HTML code. This latter format, called wikitext, is 
written by means of a simplified markup language 
and its style and syntax vary, depending on the 
different implementations.

There are many factors that contributed to the 
success of the wiki platform, among which: ease 
in creating, modifying and deleting information, 
extreme flexibility and open access (no software 
installation is required) (Ebersbach et al., 2006; 
Lamb, 2004). Nevertheless, there are problems 
for systems that allow such a level of users’ col-
laboration and participation. Such systems, in 
fact, suffer from problems of malicious editing 
and vandalism, allowing users to write whatever 
they want (although under the supervision of 
other users).

Wikipedia, the most famous wiki community, 
offers an example of both the benefits and the 
problems of the wiki approach. Wikipedia is a free, 
multilingual and open content on-line encyclope-
dia, created through the collaborative effort of a 
community of users: anyone registered on the site 
can create an article for publication (registration is 
not required to edit articles). The trustworthiness 
of information inserted by users is guaranteed by 
the same users. Nevertheless, in many occasions 
Wikipedia’s content has been object of jokes and 
acts of vandalism (Stvilia et al., 2005). However, 
thanks to the huge numbers of users involved in the 
self-moderation processes, these acts of tampering 
and mistakes are often rectified quickly. A tool, 
WikiDashboard15, for improving trustworthiness 
of Wikipedia articles, along with their interpreta-
tion and communication, has been developed at 
the Palo Alto Research Center (PARC) (Suh et. 
al, 2008). Suh et. al (2008) investigated how to 
provide attribution of work to individual users 
on Wikipedia, for example who edits how many 
revisions for an article, could affect users’ trust 
and interpretation of Wikipedia’s entry.

Folksnomies and Collaborative 
tagging systems

By means of the collaborative tagging process, 
users add metadata to community-shared material 
employing descriptive terms known as tags. This 
kind of non-hierarchical labels allows classifying 
or categorizing content for future navigation, 
filtering or search. The tags are usually chosen 
informally and personally by the creator of a 
document.

In document repositories, digital libraries or 
other systems of content organization, metadata 
creation belongs to the domain of dedicated pro-
fessionals, such as librarians, or in other cases 
the classification of the documents derives from 
additional material supplied by the authors (Golder 
and Huberman, 2006; Mathes, 2004).

Collaborative tagging systems, such as del.icio.
us or bibsonomy16, are popular examples of such 
tools, which allow users to conceptualize, describe, 
and share resources. Users can assign a set of tags 
simplifying the search of resources by providing 
indications to other users. Nevertheless, there is 
actually not an effective usage of tags. They are 
typically applied just for a personal consumption 
and people associate different meaning to the 
same tag; tagging systems are not based on well 
defined vocabularies, and so many tags do not 
provide any help to a user.

Collaborative tagging is one of the most im-
portant phenomenon impulsing Web 2.0 because 
it promotes the organization and categorization of 
the vast amount of information currently present 
on the Web, in an environment where there can 
not exist a single content classification author-
ity. As a matter of fact, these systems represent 
an interesting research domain as an alternative 
or a complement to the semantic Web approach 
for building ontologies (Gendarmi and Lanubile, 
2006). In this latter case, the knowledge base is 
built by domain-field experts in agreement with 
the community and found through a predeter-
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mined relationship among keywords while, in a 
collaborative tagging system, content indexing 
develops as a natural process.

One of the most important outcomes of social 
and collaborative tagging practices is the birth of 
folksonomies (short for folk taxonomy) (Mathes, 
2004): a taxonomy generated by users’ participa-
tion. Folksonomies are generally classified as: 1) 
the broad folksonomies and 2) the narrow ones 
(Van der Wal, 2005). A broad folksonomy is the 
result of one item being categorized by many 
people (e.g. del.icio.us) while a narrow folk-
sonomy is the result of one person categorizing 
one item (e.g. Flickr).

Drawbacks can be identified in using folksono-
mies such as: 1) none of the current implementa-
tions provides synonyms control; 2) there is a lack 
of precision in using simple one-word tags and; 
3) there is no hierarchical structure in the tagging 
process (Farooq et al., 2007).

Examples of systems relying on users’ tagging 
activities are: del.icio.us, a site allows you to 
bookmark, categorize and share sites of interest 
and Flickr, a service giving the possibility to users 
to tag photographs they own.

Two Examples: del.icio.us and Flickr.

The del.icio.us Web site, as defined by its creator J. 
Schachter, is a social bookmarking Web service for 
storing, sharing and discovering Web bookmarks. 
The system is based on a non-hierarchical keyword 
document categorization, where users may tag 
each of their bookmarks with any number of freely 
chosen words. Del.icio.us is considered social 
since a user not only stores his own bookmarks, 
but can also see other users’ bookmarks.

Del.icio.us also represents an example of 
the enlightened selfishness characterizing users’ 
contribution in this kind of systems. Within col-
laborative tagging systems, in fact, the process 
of content generation is driven by the philosophy 
that personal value comes before network value 
(Porter, 2006). No one can contribute to a com-

munity with value if he has not found something 
valuable for himself before. In the case of del.icio.
us, this value is represented by storing personal 
bookmarks: all other utilities are subsidiary. We 
may consider the tagging activity as secondary, 
and performed for personal benefit.

If we look at motivations and contribution 
behavior in social bookmarking systems we 
can observe, from a study conducted by Raquel 
Benbunan-Fich and Marios Koufaris (2008), that 
there are two different motivations driving the 
tagging of resources on the web: self-oriented 
motivation to store and tag bookmarks for personal 
use, and other-oriented or altruistic motivation 
associated with the quality of contributions. This 
study demonstrated that people are more selective 
when sharing tags for others than when saving tags 
for their purposes and this increases the overall 
quality of the collaborative tagging system.

Flickr is a photo management Web sites and 
an on-line community platform. It allows users 
to store and share personal photographs; further-
more the service is widely used by bloggers as a 
photo repository.

Flickr was the first service introducing a tags 
visual representation called tag cloud (see Figure 
4). A tag cloud is a list of tags where each tag 
size is proportional to the number of times such 
tag has been employed, so that tags with higher 
frequency of use are displayed in a larger text. 
As an example, in a tag cloud of a blog, tags as-
sociated to many posts are bigger, with respect 
to less frequent tags.

Rss and syndication

RSS (commonly known as Really Simple Syn-
dication) is the standard de facto for exporting 
Web contents. It allows to easily distributing the 
contents of a site by presenting them on different 
forms. Particularly, RSS promotes Web syndica-
tion making available Web feeds (and material 
from a site) to provide other people with a summary 
of the Web site’s recently added content.
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RSS format was firstly introduced by Netscape 
who used it to publish links and news that might be 
useful to the community. Later, the blogger com-
munity started to employ RSS for providing users 
with frequently updated content and allowing the 
exportation of blog posts. The popularity of RSS 
data format as a Web feed technology is strictly 
related to the widespread use of blogs: users started 
to generate content in the RSS format and, at the 
same time, Web sites and desktop applications 
able to collect selections of these posts appeared. 
In order to be able to view a feed, a user must: 1) 
decide which RSS feeds they want to receive and; 
2) subscribe to them by employing an aggregator 
or a feed reader system. In fact, as to navigate 
a Web site a browser is needed, to read a RSS 
feed a special tool is required that can parse the 
structure of the feed, gathering all its contents to 
be offered to the users. Such applications periodi-
cally check for updates to the RSS feed and keep 
the user informed of any changes.

From a technical point of view, RSS is an 
XML dialect, created with the aim to represent 

a simplified form of content diffusion over the 
Web. It was born with the aim to rapidly collect 
up-to-date content from different sources, without 
checking each site individually but simply verify-
ing a list of published contents. This list (the RSS 
feed) provides all the fundamental data to notify 
the users for new contents.

Another example of a syndication standard is 
Atom, which was developed as an alternative to 
RSS. Atom refers to an XML language used for 
Web feeds (Atom Syndication Format) as to a 
protocol for creating and updating Web resources 
(Atom Publishing Protocol). The Atom Syndi-
cation Format was designed to overcome RSS 
limitations and flaws, such as lack of on-going 
innovation and its necessity to remain backward 
compatible.

Mashups

A mashup is a Web application that combines data 
or functionality from different sources or services 
into a single integrated tool (Zang and Rosson, 

Figure 4. Flickr’s tag cloud
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2008). The term mashup implies easy and fast 
integration of existent services, most of the time 
achieved by access to open APIs and data sources 
to produce results that were dissimilar from the 
reason for producing the original information 
source. As a matter of fact, the widespread use 
of such mashup applications is a direct result of 
the availability of open APIs offered by different 
Web services (such as Google, Yahoo!, eBay, 
Amazon and so on) and because they are publicly 
available in principle anyone can built his own 
Web mashup.

For example one could use cartographic data 
from Google Maps17 to visualize georeferenced 
information, such as weather forecasts data as in 
weatherbonk.com or house rental listings (crawled 
from the CraigList18 community Web site) as in 
housingmaps.com, thereby creating a new and 
distinct Web service that was not originally pro-
vided by either source. For the final user, in fact, 
it results in a more efficient and useful solution 
to see directly in the map all the available rentals, 
rather than having to search in text listing and 
then having to insert each address into a separated 
map service.

ProgrammableWeb.com drew up a ranking of 
the most employed API to build mashup appli-
cations, where the preponderance of the Google 
Maps APIs can be noticed (Figure 5). While 
mashups can be categorized as mapping, search, 

mobile, messaging, sports, shopping and movies, 
it results that more than 40% of them are mapping 
mashups (Van der Vlist et al., 2006).

Actually, considering the facets impulsing the 
Web 2.0 philosophy, mashups are more than Web 
sites that combines functionalities of two or more 
services (Wong and Hong, 2008). Leaving out 
technical aspects, the migration from the concept 
of application to the one of a service developed 
and used in a shared and collaborative mode by the 
users can be recognized. Moreover, mashups and 
tools supporting their rapid design and develop-
ment are important in the way they represent an 
expression of how users exploit existing technolo-
gies and services to produce new original works. 
Mashups are also important to the development 
of end-user programming (Myers and Burnet, 
2006), because they allow even non-professional 
developers to build their own Web application, 
taking advantage of the tremendous amount of 
Web content available (Wong and Hong, 2007).

A Real Example: Mashups in 
Emergency Management

Mashups are important during emergency situa-
tions as they can be created very quickly to sum-
marize and disseminate useful information. In a 
short amount of time it is possible to create ap-
plications to collect information on the status of an 

Figure 5. All time top APIs for mashups. Source www.programmableweb.com (06-02-09)
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emergency situation (damaged buildings, people 
got wounded, etc.), which can be distributed to a 
very wide audience.

Mashups are relevant because they can be 
created by citizens. In fact, it is likely that in any 
serious disaster, private citizens develop their 
own mashups, in order to organize among them-
selves and share information exploiting existing 
technologies. There exist many examples of quick 
mashups created during crisis situations (Liu 
and Palen, 2009). They mainly exploit mapping 
services, like the one offered by Google Maps, 
in order to connect multimedia content over the 

Web through locations metadata and integrate 
such georeferenced content into an existing 
digital map.

One of the clearest examples of such mashups 
is the ChicagoCrime.org Web site which integrates 
crime data from the Chicago Police Department’s 
database with cartographic data from Google 
Maps. Another simple example is the Hurricane 
Digital Memory Bank Web site, a project to col-
lect and share users’ digital contributions on the 
hurricanes Katrina and Rita.

Ushahidi19 (Figure 6), which means testimony 
in Swahili, is an example of a spatiotemporal 

Figure 6. Web site mashup generated with the Ushahidi platform
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mashup for emergency management purposes. The 
aim of Ushahidi is to create an environment for 
quickly generating Web applications that gather 
and visualize on a map real-time reports from the 
general public via mobile phone, email and Web 
syndications.

eStoryS20 (Figure 7) is another example of a 
visual system providing a combination of tools that 
result to be effective during crisis situations such 
as: spatio-temporal search features, storyboards 
authoring, content recommendation and filtering 
(Malizia et. al, 2009).

social network sites

A social network site (SNS) is essentially a Web 
site that allows a user to 1) build her public or 
semi-public personal profile within the system; 
2) manage a list of other users with whom she is 
connected to and; 3) explore the list of connections 
of her contacts, as well as those of others users 

in the social network (Boyd and Ellison, 2007). 
Therefore, a social network site aims on creating 
a community of people who share same interests 
or activities, or who are interested in exploring the 
interests and activities of others. These services 
usually provide a variety of communication tools, 
in the form of encapsulated services for users to 
interact, such as e-mail and Instant Messaging, 
blogging features, photo and video sharing and 
mobile connectivities. Noteworthy examples of 
popular SNSs are: Facebook21, Myspace22, Twitter 
and Youtube23.

While SNSs can vary in their scopes and tech-
nical implementation, their main feature consists 
on the possibility to create a personal profile and 
displaying a list of friends, who are also users of 
the system, together with a description of their 
activities. By joining an SNS, a user can gener-
ate her profile by answering to a form containing 
a series of questions, which include descriptors 
such as age, location, interests and so on. Most 

Figure 7. The user interface of eStoryS
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sites also encourage users to upload a profile 
photo. Some sites allow users to enhance their 
profiles by adding multimedia content, including 
third-party applications (as the case of Facebook’s 
modules).

During the last years, SNSs are being used by 
millions of people as part of their daily practices 
and has encouraged new ways to communicate 
and share information. As an example, information 
posted on MySpace and Facebook has been used 
in legal and criminal investigations (Snyder et al., 
2006). In May 2009, a Twitter user (Jean Ramses 
Anleu Fernández, known in the micro-blogging 
platform as Jeanfer) was jailed with the charge 
of inciting financial panic. He posted on Twitter 
a commentary (see Figure 8) that invited people 
to withdraw all the funds from their accounts at 
the Banrural (a bank of Guatemala), following up 
the events involving Álvaro Colom Caballeros, 
President of Guatemala, in the murder of the 
lawyer Rodrigo Rosenberg Marzano.

There also exist examples of the use of SNSs 
during emergency situations because they allow 
users to both quickly produce and consume infor-
mation about a disaster. In the 2007 wildfires in 
California, Twitter was employed by local citizens 
and organizations to provide updates about the 

fires situation in the region (Sutton et al., 2008). 
Communication tools provided by Facebook 
can be used to trace on-line users’ activities and 
to determine whether people are safe or not. As 
reported by Hughes et al. (2008) users can deduce 
relatives or friends current condition by simply 
interpreting their activity on the Facebook Web 
site. They could infer that a friend is OK because 
she just posted a message on her account.

development Approaches

Within the existing approaches to build Web 2.0 
applications providing rich user interaction, three 
holds a great importance: Asynchronous Javascript 
and XML, Adobe Flex and approaches based on 
the exploitation of toolkit, like the Google Web 
Toolkit24 or visual editors, like Yahoo! Pipes25.

AJAX

The term AJAX identifies a set of Web develop-
ment techniques employed to build interactive Web 
applications. The main advantage and innovation 
of this technology reside in the possibility for 
applications to retrieve data from a server in an 
asynchronous way so that data exchange can take 

Figure 8. A post on the Twitter platform: its author was charged of inciting financial panic
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place in the background, without user interaction 
interfering with the displayed Web page. Data is 
retrieved by means of the XMLHttpRequest ob-
ject, which can be invoked employing a scripting 
language such as Javascript in order to send an 
HTTP request to a Web server. As a result, the 
server response data are loaded back directly into 
the scripting language. In this way, by exchanging 
small amounts of data with the server, the entire 
page does not need to be reloaded each time a 
user interacts with it.

When firstly explained the AJAX philosophy, 
Jasse James Garrett (2005) pointed out that AJAX 
represented a group of existing technologies com-
ing together to implement asynchronous commu-
nication between client and server, rather than a 
single new technology. Particularly it included: 1) 
XHTML and CSS for presentation; 2) the Docu-
ment Object Model for display and interaction 
with data; 3) XML and XSLT for the interchange, 
manipulation and display of data, respectively; 4) 
the XMLHTTPRequest object for asynchronous 
communication; 5) the Javascript language to bind 
all these technologies.

Although the AJAX acronym mentions 
Javascript and XML, their use is not actually 
required, nor do the requests need to be asynchro-
nous (Ullman and Dykes, 2007). There exist, in 
fact, other client side scripting language instead 
of Javascript that can be used to implement AJAX 
functionalities, such as VBScript. Also data ex-
change does not necessarily require XML. For 
example, the JavaScript Object Notation26 (JSON) 
is often used as an alternative format.

Thanks to the advantages introduced by the 
usage of the XMLHttpRequest object, AJAX has 
lead to an improvement in Web page’s interactiv-
ity, speed and usability (Murugesan, 2007). This 
development approach has facilitated building rich 
Web applications and has increased the quality of 
existing Web services.

Flex

Like AJAX, Adobe Flex is a collection of tech-
nologies for the development of Web applications 
that provide rich user interfaces. It was released 
by Adobe Systems and it is based on Adobe Flash. 
It was mainly designed to overcome the problem 
programmers encounter in adapting to the anima-
tion metaphor typical of the Flash platform.

Flex provides a standards-based language and 
a programming model that supports common 
design patterns. Graphic user interfaces, for ex-
ample, can be designed and laid out by means of 
an XML-based language while the interactivity is 
achieved through the employment of the Flash’s 
ActionScript language.

Another interesting aspect of the Flex approach 
is that it comes with a SDK including a visual IDE 
that allow user to build interfaces by simply select-
ing components in a list. UI components include 
buttons, list boxes, trees, data grids, several text 
controls, layout containers, charts and graphs. 
By means of the Flex SDK users can also create 
Web services or provide their application with 
drag and drop functionality, animation effects or 
form validation.

Like the AJAX approach, Flex and Flash 
Player provide many useful ways to send and 
load data to and from server-side components 
without requiring the client to reload the view, so 
that significant changes to the view do not require 
loading a new page.

Although Flex is establishing as a rich internet 
application development environment, the analyst 
Tony Byrne (2009) pointed out some critics to 
the use of Flex for enterprise application user 
interfaces.

Toolkit-Based and Visual 
Editors Approaches

Google Web Toolkit (GWT) is an open source 
Java framework created to help Web developers 
in building and debugging applications that rely 
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on complex Javascript code, by exploiting the 
Java programming language. GWT allows pro-
grammers to develop their application in Java, 
exploiting development tools of their choice. As 
it can be read in its mission statement “GWT’s 
mission is to radically improve the Web experience 
for users by enabling developers to use existing 
Java tools to build no-compromise AJAX for any 
modern browser” (Google, 2009).

It provides a compiler to translate Java code 
to browser compliant code, exploiting Javascript 
and HTML for the deployment. The toolkit also 
provides widgets to rapidly build the user inter-
face by employing elements that provide AJAX 
functionalities. GWT aims to overcome challenges 
rising when developing AJAX applications, by 
using reusable and efficient solutions.

Mashup frameworks as well as mashup editors 
(Yahoo! Pipes, see Figure 8, Google Mashup Edi-
tor27) have recently become very popular, allowing 
users to easily create their mashup application 
regardless of their technical skill level. Note that 
mashups rely on standards (SOAP, REST, RSS, 
JSON), since only standard protocols allow easy 
adaptation of content according to the change of 
context.

Yahoo! Pipes is a tool to aggregate, manipu-
late and mashup content from different sources 
around the Web, by remixing popular feeds types. 
It provides a graphical user interface and a visual 
language for creating data mashups that can com-
bine feeds, Web pages and information from other 
Web services. Basically, Yahoo! Pipes allows users 
to literally pipe information from various sources 

Figure 9. Yahoo! Pipes
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and to define rules for the content to be retrieved 
and visualized (e.g. filtering rules). The main 
idea is that, like for UNIX pipes, it is possible to 
combine simple commands to create an output that 
meets users needs. An example of Yahoo! Pipes’ 
usage is PeopleSearch28, a tool that fetches search 
results from yahoo, MSN, Google and Flickr to 
find any people entered with a certain name.

FUtURE REsEARCH dIRECtIons

In an effort to highlight the aspects that will char-
acterize the future research trends, it is important to 
focus in the fundamental facets of the Web 2.0 and 
to frame the overall development directions.

First of all the importance of user-generated 
material, publicly available on-line for others to 
use has been pointed out. This huge amount of mul-
timedia content, of course, will continue growing, 
as a consequence of the presence of Web applica-
tions that facilitate the aggregation, consuming 
and sharing of such information, allowing users 
to explore and develop new ideas. The generation 
and dissemination of such content, in fact, has 
become more easy, thanks to the widespread use 
of digital devices, such as digital cameras, and 
mashup applications (Cerf, 2007). The scale of 
this will grow through the network effect as more 
people come online and existing users increase 
their use of Web 2.0 services. Nevertheless, this 
growth in the production of multimedia content 
may raise problems of information overload. For 
example, the presence of many different ways of 
accessing information (blogs, wikis, RSS feeds 
etc.) may cause a sense of anxiety as people 
worry that they do not understand or use all of 
these forms. A research trend can be detected 
which aims to the creation of environments that 
support end-users in the generation of mashups 
(Wong and Hong, 2007). Available content is not 
always in a form that best supports users’ needs 
and tools that help the end-user in the creation of 
applications that repurpose and combine existing 

Web data and services in order to accomplish their 
goals are necessary.

The use of personalization techniques and 
engines for structuring online interactions with 
users is another research area that aims to face this 
information overload. It focuses in the creation 
of more sophisticated recommendation systems 
and personal catalogues. Recommender systems 
represent a specific type of information filtering 
technique that attempts to suggest information 
items (movies, music, books, news, images or Web 
pages) by taking into account users’ preferences 
and interests (Adomavicius and Tuzhilin, 2005). 
This systems can be useful in the generation of 
a personal catalog of a user, a digital collection 
containing all its preferences in term of music, 
photographs, videos, books, trips and so on, which 
can be also considered as a personal archive of 
a lifetime (Anderson, 2007). Such collection can 
be treated as an on-line manifestation of a user 
life and, like any other content on the Web, can 
be shared and exchanged (Beagrie, 2005).

The Web 2.0 it is deeply characterized by the 
presence of social communication and collabora-
tions tools, like wikis, blogs and social networks 
sites. These technologies have changed the way 
users interact among them in various situations, 
fostering the creation of communities in which 
information is shared (Shadbolt, 2006). Research 
practices addressing the social aspect of Web’s 
topological interconnectedness are becoming 
increasingly important. For example, in the 
emergency management domain, recent studies 
analyzed the nature of social practices around 
photographic content during the response to a 
disaster situation, taking into account the promi-
nent role of the Flickr photo-sharing website (Liu 
et al, 2008).

In any case, more than the exposed trends, what 
it really seems to depict is the future development 
of the Web in what, as analogy, it can be called 
the Web 3.0 stage, which is the combination of 
the social aspect of the Web 2.0 with the vision 
of a Semantic Web, expressed by Tim Berners 
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Lee et al. (2001, 2006). The aim is exploiting the 
collective human intelligence to make computers 
and the Web more intelligent and interoperable, 
focusing on machine-processable semantics. So, 
while social systems such as Wikipedia, Facebook, 
or LinkedIn29 are known for fomenting on-line 
data production via their network effect, the new 
Web 3.0 applications, driven by semantic Web 
technologies such as RDF, OWL and SPARQL, 
will offer powerful data organization, combina-
tion, and query capabilities.

WEB 3.0: toWARd A soCIAL 
sEMAntIC WEB

In the original idea of Tim Berners Lee et al. 
(2001, 2006), the Semantic Web represents an 
extension of the World Wide Web, conceived as 
a medium for data, information and knowledge 
exchange, in which the semantics of data and 
services is defined, making it possible for Web 
applications to understand and satisfy users’ re-
quests and for machines to exploit user-generated 
Web content.

It is possible to view the Semantic Web as the 
conjunction of Web technologies and knowledge 
representation, a specialization of Artificial In-
telligence in which models enabling formalized 
reasoning about objects within a chosen domain 
can be constructed and maintained (Lassila and 
Hendler, 2007). As Lassila and Hendler (2007) 
stated, the failure in the stand-alone approach to 
Artificial Intelligence constituted a useful lesson, 
teaching that technologies like reasoning engines 
have sense and work only when embedded within 
other systems, for example current Web applica-
tions.

The Social Web and the Semantic Web comple-
ment each other due to their different approaches 
in content generation and organization. From 
one side, social Web applications are not able to 
preserve the semantics in user-submitted content 
typically limiting themselves to user tagging and 

basic metadata. Therefore they offer only limited 
features for users to find, customize, filter and 
reuse data. On the other hand, semantic Web ap-
plications, employ powerful reasoning and data 
handling technologies and formats, but lack the 
kind of scalable content production and informa-
tion aggregation found in social Web applications. 
As a result, semantic Web applications are typi-
cally of limited scope and impact. Web 3.0 aims 
at a new generation of applications that exploiting 
the symbiosis of knowledge representation and 
collective intelligence, can combine the strengths 
of these two approaches: the data flexibility and 
portability of the semantic Web, and the scalability 
and authorship advantages of the social Web.

A first step toward a Social Semantic Web 
is the standardization of the various formats for 
data representation. Information is published on 
the Web in different formats such as XML, RDF 
or employing microformat, but they all should 
be transformed in a single format suitable for Se-
mantic Web agents to process. SPARQL, an RDF 
query language, represents an approach to define 
a standardized language and an API to perform 
searches within different on-line databases. This 
will allow to reach a new level in data integration 
and interoperability, by making structured data 
accessible and allowing to embed them into ex-
isting Web resources, employing an RDF format. 
Thanks to the advances in data standardization 
and interoperability it will be possible to develop 
Web applications founded in logic description 
and intelligent agents. These applications can be 
able to accomplish logical inferences by employ-
ing rules that express logic relationship between 
concepts and information available on the Web. 
Nevertheless, it has not yet been established if 
the real power of the new Web 3.0 will reside in 
intelligent systems or if the intelligence will be 
gathered directly from the users, taking advantage 
collaborative services such as del.icio.us, Flickr 
or Digg.

As part of this process there exist research areas 
where it has been started to consider the combined 
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development of social systems that exploit the 
Semantic Web approach, such as semantic wikis 
and semantic blogs (Anderson, 2007). Semantic 
wiki is concerned with efforts in allowing users 
to annotate classical wiki pages with semantic 
information using formal languages such as 
RDF and OWL (Oren et al., 2006). Examples of 
engines allowing this process are Platypus30, Sem-
perWiki31, OntoWiki32 and SweetWiki33 (Buffa et 
al., 2009). Semantic blogging, instead, refers to 
the development of new information management 
systems by exploiting Semantic Web capabilities 
with the ability of blogging platforms to generate 
machine-readable RSS and Atom feeds, in order 
to facilitate the aggregation of information from 
a number of sources.

ConCLUsIon

In this chapter we have analyzed the fundamental 
aspects, technologies and design patterns that 
characterize the Web 2.0 paradigm. While the Web 
1.0 was concerned with the fruition of contents by 
the users, the Web 2.0 can be viewed as an evolu-
tion to a read/write stage, in which users become 
producers, more than consumers of contents. New 
technologies and Web applications allow the users 
to perform an active role in content generation and 
dissemination, shifting the Web paradigm from a 
publishing medium to a medium promoting user’s 
interaction and participation.

It has been pointed out that Web 2.0 is far 
from being only a collection of technologies, 
though some of these can play a preponderant 
role in its development. The Web 2.0 concept 
rather focuses on some ideas that changed the way 
people perceive and use the Web medium. Firstly, 
an architecture that promotes users’ participation 
and fosters the adoption of procedures near to the 
Open Source’s models, where the user interaction 
is not only an effect produced by a service, but a 
possible source for the improvement of the system 
itself. The architecture of participation of the Web 

is deeply influenced by the growing presence of 
Web services that encourage the consuming and 
sharing of multimedia content produced by end-
users. Secondly the crowd, and its power, that 
becomes more important as the Web facilitates the 
creation of new communities and groups. Lastly, 
the role of the Web as a platform, which breaks the 
paradigm of desktop applications sold or licensed 
to the users, imposing the new paradigm of native 
Web applications delivered as Web services.

Several technologies and services that dem-
onstrate the foundations of the Web 2.0 paradigm 
has been deeply analyzed, such as: blogs, wikis, 
collaborative tagging systems and folksonomies, 
content syndication, social network tools and 
mashup applications.

Lastly, current research trends in the field 
of the Web science have been illustrated and 
the concept of Web 3.0 has been defined as the 
conjunction of the social feature of the Web 2.0 
with the Semantic Web approach. This results 
in a new Web environment where the read/write 
paradigm could be enriched by the possibility 
to automatically generate logical relationships 
between Web sites content.
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KEY tERMs And dEFInItIons

AJAX: A set of interrelated web development 
technologies employed on the client side to obtain 
rich user interaction with web applications.

Blog: A web site maintained by an individual 
with regular entries of commentary, descriptions 
of events, or other material such as graphics or 
video.

Folksonomy: It refers to the practice and 
method of collaboratively creating and managing 
tags (keywords) to categorize content. It is also 
known as collaborative or social tagging.

Mashup: A Web application that combines 
data or functionality from different sources or 
services into a single integrated tool.

Semantic Web: An evolution of the web based 
on the idea of adding semantic information to 
web content, making it possible for machines to 
understand and satisfy the requests of people.

Social Network Site: A web site to build online 
communities of people who share interests and/
or activities, or who are interested in exploring 
the interests and activities of others

User-Generated Content: An on-line content 
that is produced by users (i.e. non-media profes-

sionals) as opposed to traditional media producers 
such as broadcasters and production companies.

Web Feeds: A data format for presenting to 
users frequently updated content, related to a 
web site.

Web Syndication: A form of content broad-
casting in which web site material is made available 
to multiple other sites by means of web feeds.

Wiki: Web site allowing users to easly edit 
its pages by means of a web browser. With the 
software provided by the wiki platform, users can 
collaboratively edit a shared text.

XMLHttpRequest: An API used within a 
web browser scripting language to send HTTP 
requests directly to a web server and load the 
server responses data directly back into the script-
ing language.
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IntRodUCtIon

Every day the Internet brings new communication, 
informational and learning experiences to rapidly 
expanding user communities. Interactive and hy-
permedia applications are increasingly applied in 
contexts ranging from news and thematic blogs to 
on-line libraries and structured educational content. 

Furthermore, new Web 2.0 applications such as 
Wikipedia or Facebook encourage the active par-
ticipation of users worldwide, in a collaborative and 
cooperative way. This opens extraordinary vistas 
for the differently-abled, provided that interactive 
systems and content are properly designed and 
delivered.

Accessibility is a basic requirement for every 
system or product in order to guarantee equal 
access, opportunity and use to all, including the 

ABstRACt
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and use to all, including the differently-abled. Thus it is crucial to remove any technological barriers 
for special needs users, who explore the Internet by assistive technologies. However, ensuring efficient 
and satisfactory (in other words, usable) interaction with user interfaces (UIs) of products or services 
must occur in the design phase, in order to produce UIs that are universally simple to understand, rapid 
and easy to use. Applying accessibility and usability criteria from the very beginning of the design phase 
is much less costly than introducing it later, so specific guidelines should be followed from the earliest 
stages of the design process. In the long run, creating accessible and usable Web UIs will improve overall 
efficiency and effectiveness of interaction for any individual and organization.
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differently-abled. An accessible Web also helps 
people with disabilities to participate more ac-
tively in society. “The Web is an opportunity for 
unprecedented access to information for people 
with disabilities. That is, the accessibility barri-
ers to print, audio, and visual media can be much 
more easily overcome through Web technologies” 
(World Wide Web Consortium [W3C], 2005). 
Thus it is crucial to remove any technological 
barriers for special needs users, who explore the 
Internet and interact with multimedia content by 
assistive technology, i.e. HW and SW that allow 
one to operate computers and applications.

The type of assistive technology used var-
ies according to disability. For instance, the 
visually-impaired use screen readers (with voice 
synthesizer and/or Braille display) or magnifiers 
(for low-vision users). Motor impairment requires 
the use of special input devices, and so on. An ac-
cessible user interface must consider all of these 
needs in order to allow universal access. Thus, 
developers can only implement good design by 
becoming aware of all the obstacles encountered 
by users aided by assistive technologies.

Likewise, making interaction with the user 
interfaces (UIs) of products or services effective, 
efficient and satisfactory (in other words, usable 
(International Standard Organization [ISO], 1998) 
is another pillar of the design phase (Nielsen, 
2001; Norman, 2004).

When designing for the differently-abled, who 
have reduced sensorial abilities, it is necessary to 
consider the three main interacting subsystems of 
the Model Human Processor: the perceptual, motor 
and cognitive systems (Card, Moran & Newell, 
1983). Since websites and hypermedia applica-
tions have increasingly complex UIs containing 
embedded movies, audio, and graphics, the main 
goal is to provide mechanisms for delivering 
content according to user ability.

Applying accessibility and usability criteria 
from the very beginning of the design phase 
is much less costly than introducing it later, so 
specific guidelines, such as Web Content Acces-

sibility Guidelines - WCAG 2.0 (W3C, 2008c), 
should be followed from the earliest stages of the 
design process. In the long run, creating different 
ways of delivering multimedia content according 
to user ability will increase efficient and effective 
interaction for any individual and organization, 
regardless of time, place or pace.

The chapter is divided into five sections. A 
brief introduction highlights the content and ob-
jectives. In the second section, user disabilities 
and assistive technologies are introduced and 
explained briefly. Next, we focus on accessibility 
and usability definitions, principles and general 
guidelines. Since the range of different abilities is 
vast and techniques are very specific and depend 
on individual characteristics, we then focus on the 
needs of totally blind users, since they are more 
disadvantaged and because we are thoroughly 
familiar with this field. Specifically, problems 
regarding different application domains will be 
explored since usability principles depend on 
the goal of the user and the type of application 
(e.g., the procedure for accessing a wiki system 
is different from that for using a search engine). 
Next, practical examples of technology use are 
given, to illustrate the potential of new emerging 
standards and help designers to enhance usability 
for the blind. Last, the chapter concludes with a 
discussion.

BACKGRoUnd

Accessibility is a basic requirement for any system 
or product in order to guarantee access and use to 
all. Therefore, considering the different types and 
range of user abilities, there should be more than 
one way to deliver the same content (text, audio, 
video, etc.) to accommodate user preferences or 
needs. In the following we introduce the needs of 
users with different abilities, and related assistive 
technologies.
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Users with special needs

In 2001, the World Health Organization (WHO) 
produced the International Classification of Func-
tioning, Disability and Health (ICF). The ICF 
comprises the following broad categories (World 
Health Organization, 2001):

Body functions (physiological functions • 
of body systems, such as mental functions, 
voice and speech functions, etc.) and struc-
tures (parts of the body, such as the nervous 
system, eye, ear and related structures, the 
cardiovascular, immune and respiratory 
systems, etc.);
Activities, related to tasks and actions per-• 
formed by an individual, and participation 
(involvement in a life situation): learning 
and applying knowledge, communication, 
mobility, self-care, etc.;
Additional information on environmental • 
factors (support and relationships, attitude, 
etc.).

Functioning and disability are viewed as a 
complex dynamic interaction between the indi-
vidual’s health and the contextual factors of the 
environment, as well as personal factors.

It is important to note that some people are 
only temporarily disabled; their disabilities (re-
sulting from illness/disease, accidents, surgical 
intervention, etc.) last for only a limited time in 
their life.

Previous studies classified disabilities by cat-
egories (Brewer, 2005), (Foraker Design, 2005):

Visual disabilities• 
Blindness: no visual perception what- ◦
soever of light and form
Low vision/partially sighted: people  ◦
with reduced vision
Color blindness: the inability to per- ◦
ceive differences between certain col-
ors that others can distinguish.

Hearing impairments• 
Deafness: impaired hearing in both  ◦
ears, inability to detect or understand 
sounds
Hard of hearing: decreased ability to  ◦
detect or understand sounds.

Motor disabilities: Motor impairments are • 
a loss or limitation of function in muscle 
control or movement or a limitation in mo-
bility. They can include weakness, pain that 
impedes movement, limitations of muscu-
lar control or sensation, joint problems, or 
missing limbs. These conditions can affect 
hands and arms as well as other parts of 
the body.
Speech disabilities: difficulty speaking due • 
to vocalization or articulation impairments 
or to neurological language disorders.
Cognitive and neurological disabilities, • 
such as:

dyslexia and dyscalculia ◦
attention deficit disorder ◦
intellectual disabilities ◦
memory impairments ◦
mental health disabilities ◦
seizure disorders. ◦

Multiple disabilities, involving various • 
degrees (severe, mild, moderate) of degra-
dation of perceptual, motor and cognitive 
systems.
Aging-related conditions are often simi-• 
lar to multiple disabilities: hearing, visual, 
motor, cognitive or neurological impair-
ments can be involved.

Assistive technologies

Like a computer, the human mind is a system for 
storing and processing information (Card, Moran 
& Newell, 1983). To aid our understanding of hu-
man/computer interaction Card et al. proposed a 
model, the Model Human Processor, which is still 
considered the main reference point today. The 
Model Human Processor comprises the perceptual, 
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motor and cognitive systems. When a user navigates 
an interface, all of these systems are involved in 
the interaction, thus the time required to complete 
a task depends on these three systems.

When perception is impaired (as with blind 
or deaf users), less information is communicated 
to the brain. The cognitive part of the interaction 
depends on the perception received and takes one 
or more cycles to process the information. Thus 
a disabled person may develop a different mental 
model of both the interaction and the learning 
processes. Next, the motor cycle(s) allows the user 
to interact with an interface (for instance, to push 
a key, move a mouse, or speak a command).

Assistive technologies helps people with dis-
abilities interact with the environment. Specific 
assistive technologies are designed to allow and 
simplify interaction with computers, PDAs, cell 
phones, etc. Some accessibility solutions are 
embedded into the operating system or browser, 
such as the ability to zoom the content or change 
the style properties. Furthermore specific adap-
tive strategies may be adopted by people with 
disabilities to make interaction more satisfying: 
for example a blind user may tab through a Web 
page to skip content (Brewer, 2005).

The type of assistive technology used varies 
with the disability, to provide a different way to 
access content. In the following we present some 
technologies used for different kinds of disabilities, 
with special focus on visual disabilities.

Visual Disabilities

The visually-impaired generally use screen read-
ers or screen magnifiers. A screen reader is an 
assistive technology used by the blind to interact 
with a computer or other electronic devices, such 
as mobile phones. The screen reader mediates be-
tween the user and the operating system, assisting 
individuals by interpreting the user interface which 
is read aloud sequentially (word by word and line 
by line) by means of a voice synthesizer, or written 
using a Braille display. However, Braille output is 

extremely slow while working with the Internet, 
so the vocal synthesis is more common.

Technically, a screen reader is SW that identi-
fies and interprets what is being displayed on the 
screen (or, more accurately, sent it to a standard 
output device whether a video monitor is present 
or not). This interpretation is then re-presented to 
the user with voice synthesizer, text-to-speech, 
sound icons, or a Braille output device (as refre-
shable Braille display) (Thatcher, 2006). Several 
screen readers have been developed over the last 
few years, including: Jaws for Windows (http://
www.freedomscientific.com/), Windows Bridge 
(http://www.synthavoice.on.ca/), Windows-Eyes 
(http://www.gwmicro.com/) and Hal for Windows 
(http://www.dolphincomputeraccess.com/). These 
screen readers are used by more than 95 percent 
of blind users on the Web (Thatcher, 2006).

A screen magnifier is software that interfaces 
with a computer’s graphical output to present 
enlarged screen content; it is often used by low-
vision people. Screen magnification software uses 
standard display monitors. It increases the size of 
everything in the display, including text and im-
ages in a web page. Screen magnification software 
provides various degrees of magnification, typically 
from 1.5x to 32x. Due to the physical limitations 
of the monitor, the greater the magnification, the 
smaller the amount of content shown. Screen mag-
nifiers provide multiple settings for magnification. 
Some also provide a split screen that shows both 
the magnified page and a non magnified page. 
Examples are iZoom, MAGic, Magical Glass, 
Magnifixer, Zoomtext, and Lunar.

There are other tools that can be used in place 
of or in addition to screen readers and magnifiers 
(Foraker Design, 2005):

text-to-speech system: software that takes • 
written text and speaks it using some kind 
of speech synthesizer
auditory feedback: sounds in response to • 
user activity, such as a “click” after a key-
press, “whoosh” accompanying opening 
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and closing windows, or “klunk” when a 
file is deleted. Useful as redundant rein-
forcement of activities and for those who 
are visually impaired
tactile • interface: a user interface that uses 
touch for input and/or output, such as a 
Braille reader.

Last, text browsers such as Lynx are an alterna-
tive to graphical user interface browsers.

Hearing Impairments

Sensorial-neural hearing loss may vary in degree 
(profound, mild, and moderate) and type (unilat-
eral, bilateral). Furthermore, depending on age at 
disability onset (birth, childhood, elderly), rapidity 
in correcting hearing loss, association with other 
disabilities (autism, etc.), hearing loss may also 
impact on cognitive ability. For these reasons, it is 
also necessary to provide different ways to vehicle 
audio information, such as:

visible alerts that accompany any audio • 
alerts (some operating systems offer this 
possibility as an alternative feature)
captions/subtitles or transcripts of audio on • 
the web
additional Sign Language (SL) video to de-• 
scribe main content
speech-to-text system: a type of voice-rec-• 
ognition system that converts spoken lan-
guage to text.

It is fundamental to reduce user cognitive ef-
fort by:

providing a clear navigation mechanism• 
using a clear and simple language.• 

Motor Disabilities

Motor impairment people may require the use 
of special input devices, such as (Brewer, 2005; 
Foraker Design, 2005):

Alternative keyboards, for instance with • 
extra-small/large key spacing, enabling 
options such as: a) Sticky Keys (modi-
fier keys, such as Shift, Control, etc., will 
“stick” down and apply to the next key-
stroke, to press only one key at a time) or b) 
slow keys (feature that prevents keystrokes 
from registering until a key has been held 
down for a certain period of time)
hardware or software specialized devices • 
such as mouth-stick (for browsing with 
the keyboard), blow-suck tube, tongue-
activated joystick, foot-controlled devices, 
head-mounted input devices, eye-tracking 
systems
speech-to-text system: a voice-recognition • 
system that converts spoken language 
to text and commands (such as Dragon). 
Some browsers use speech (or voice) rec-
ognition as an input method
scanning software, that allows one to move • 
(and select) through a set of options (usu-
ally automatically) by hitting a switch 
when the desired item is highlighted or 
announced.

Speech Disabilities

When motor impairments are the source of speech 
difficulties, it is possible to use non-vocal means 
to specify a phrase and provide speech synthesis 
as output. Some people may only be able to enter 
single keystrokes very slowly. Letter and message 
prediction systems anticipate the most likely next 
letter, word, or phrase to be entered and make them 
easier to access (Foraker Design, 2005).

People with little or no functional speech 
may also be using Augmentative and Alternative 
Communication (AAC), which aids people who 
find it hard to communicate by speech or writing. 
AAC includes traditional signing and gesture, 
picture charts, books, special computers, etc. For 
example, Web content can be displayed/explained 
with symbol systems (such as Bliss, PCS or Re-
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bus symbols) which can facilitate understanding 
of certain information (International Society for 
Augmentative and Alternative Communication, 
n.d.)

Cognitive and Neurological Disabilities

The spectrum of cognitive and neurological 
disabilities is broad and requires several differ-
ent strategies and technologies depending on 
the disability, which can be Down Syndrome, 
autism, Traumatic Brain Injury, dementia, atten-
tion deficit disorder (ADD), dyslexia (difficulty 
reading), dyscalculia (difficulty with math), etc. 
For example a dyslexic user may have difficulty 
with spatial orientation and prefer changing colors 
and using text to speech software; people with 
memory impairment may rely on a consistent 
navigational structure throughout the site; people 
with seizure disorders may need to turn off anima-
tions, blinking text, or certain audio frequencies 
(Brewer, 2005).

ACCEssIBILItY And UsABILItY 
oF WEB UsER IntERFACEs

To make a product universally easy to use for all, 
accessibility and usability principles should be 
taken into account during the design and develop-
ment phases, and it is crucial for the development 
team to keep in mind what those principles will 
mean in practice. In this section we will discuss 
the accessibility and usability of Web User In-
terfaces (UIs).

Usability and accessibility are important con-
cepts for general user interfaces as well as websites. 
Usually, we can make a distinction between WIMP 
(Windows, Icons, Pointer, and Mouse) interfaces 
and Web interfaces, partly because the nature of 
these interfaces differs and partly because often 
usability methods have only been applied to one 
type or the other in the literature. Generally speak-
ing, we use the term WIMP to refer to applications, 

such as programs written in Java, C++, Delphi, 
etc. We use the term Web to refer to Web pages, 
sites or applications; in general we can speak of 
Web interface. Web interface features differ from 
those of classical WIMP user Interfaces, mainly 
regarding (Scapin et al., 2000):

The structure of the Web site (e.g., number • 
of pages, links between pages) is directly 
related to the information available on the 
Web site (amount, type, etc), while the 
structure of WIMP user interfaces is usu-
ally static;
Web applications are usually modified fre-• 
quently and without any notice to the user, 
so can be considered more unpredictable;
Moving from one Web site to another is • 
like switching from one application to an-
other, but no guidelines are provided for 
ensuring inter-application coherence.

When considering accessibility and usability 
issues for Web or WIMP interfaces, we should keep 
in mind the eventual tasks that will be performed 
by the users. A task is an activity performed to 
accomplish a goal. Tasks can involve different 
abstraction levels, ranging from certain high-level 
tasks (such as retrieving information on film pro-
jections available today) to very low-level tasks 
(such as selecting a button on the screen) (Paternò, 
1999). Depending on the task, accessibility and 
especially usability principles can make interac-
tion easier and much more satisfying.

The number of Web sites (and their users) is 
constantly expanding, so their information, as well 
as the interactive hypertext applications, should 
be made easily available to all. More precisely, 
the age range of the user population is expanding 
(from younger users to the elderly), as are the 
range of expectations (from private entertainment 
to professional use), of information needs (from 
simple information to compound multimedia 
resources), task types (from basic text searches 
to complex problem-solving methods), and user 
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abilities (from the able-bodied to anyone with 
special needs, such as for motor-, hearing- or 
visually-impaired persons). These concepts can 
be summed up in the phrase “anyone, anywhere”. 
We will discuss several basic concepts regarding 
accessibility and usability.

Accessibility

Many users may be operating in a vastly different 
context from that of the average user: they might 
not be able to see, hear, move, or process some 
types of information easily (if at all); they may 
have difficulty reading or comprehending text; 
they may not have or be able to use a keyboard 
or mouse; they may be using a text-only screen, a 
small screen, or a slow internet connection; they 
may not speak or understand well the language in 
which the document is written; they may be in a 
situation where their eyes, ears, or hands are busy 
or distracted (e.g., driving to work, working in a 
noisy environment, etc.); they may have an early 
version of a browser, an entirely different browser, 
a voice browser, or a different operating system.

Accessibility is a general term used to describe 
the degree to which a system can be used by as many 
people as possible. A system (Web site or applica-
tion) is accessible if it can be used by everyone, 
including people with disabilities.

For example, in addition to people with dis-
abilities who explore Web pages with the help of 
common assistive technology, we can include those 
using low-bandwidth technology such as cellular 
phones, black and white screens, speaking browsers 
via telephone, etc.

Inaccessibility results from “technical barriers” 
to accessing a product or information. An accessible 
(Web) user interface means that potential technical 
barriers have been removed, and thus anyone can 
interact with it.

Content developers must consider all these dif-
ferent situations during Web page design. While 
there are various situations to consider, each ac-
cessible design choice generally benefits several 

disability groups at once and the Web community 
as a whole.

Web Barriers

To better understand the problems that special-
needs people might encounter when accessing 
Web content and applications, the W3C Web 
Accessibility Initiative (WAI) group illustrates 
basic obstacles encountered by differently-abled 
persons with the following impairments, as sum-
marized in Table 1 ((Brewer, 2005)):

Usability

Usability was defined by Lindgaard (1989) as “...a 
quantitative, or quantifiable, statement of the ease 
with which users can accomplish tasks for which 
a given computer system was designed”.

Usability of a Web site is determined by user 
satisfaction, ease of learning and remembering 
its organization and functionalities, efficiency 
and likelihood of errors while performing tasks 
(like finding sought-for information or completing 
e-commerce operations). However, of the many 
definitions, we prefer referring to the standard 
ISO 9241 (1998), which defined usability as “the 
effectiveness, efficiency and satisfaction with 
which specified users achieve specified goals in 
particular environments” (as cited in Koivunen, 
2002). According to this definition:

Effectiveness means “the accuracy and • 
completeness with which specified users 
can achieve specified goals in particular 
environments”;
Efficiency means “the resources expended • 
in relation to the accuracy and complete-
ness of goals achieved”;
Satisfaction means “the comfort and ac-• 
ceptability of the work system for its users 
and other people affected by its use”.
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Table 1. Obstacles encountered by different special-needs users when navigating the Web (Source 
W3C) 

VISUAL DISABILITIES 
Blindness: 
     • images without alternative text 
     • graphical alert without alternative text/advice 
     • complex images (e.g., graphs or charts) inadequately described 
     • video without text or audio description 
     • video subtitles not announced by screen reader 
     • tables that do not make sense when read serially (in a cell-by-cell or “linearized” mode) 
     • frames without “NOFRAME” alternatives, or without meaningful names 
     • forms that cannot be tabbed through in a logical sequence or that are poorly labeled 
     • browsers and authoring tools that lack keyboard support for all commands 
     • browsers and authoring tools that do not use standard application programmer interfaces for the operating system on which they are 
based 
     • non-standard document formats that may be difficult for their screen reader to interpret 
Low vision: 
     • Web pages with absolute font sizes that do not change easily 
     • Web pages with inconsistent layout that are difficult to navigate when enlarged, due to loss of surrounding context 
     • Web pages, or images on Web pages, that have poor contrast, and whose contrast cannot be easily changed through user override of 
author style sheets 
     • text presented as images, which prevents wrapping to the next line when enlarged 
     • many of the barriers listed for blindness (above) depending on the type and extent of visual limitation 
Color blindness: 
     • color that is used as a unique marker to emphasize text on a Web site 
     • text that inadequately contrasts with background color or patterns 
     • browsers that do not support user override of authors’ style sheets 
Hearing impairment: 
     • lack of captions or transcripts of audio on the web, or Sign Language video translation 
     • requirements for voice input on Web sites 
     • difficult reading content for lack of clear and simple language 
     • lack of content-related images in pages full of text which can slow comprehension for people whose first language may be a sign 
language (stronger image and video- oriented content or additional glossary in Sign Language might be useful). 
Motor disabilities affecting the hands or arms: 
     • Time-limited response options on Web pages 
     • Browser and authoring tools that do not support keyboard alternatives for mouse commands 
     • Forms that cannot be tabbed through in a logical order 
Speech disabilities: 
     • websites that require voice-based interaction and have no alternative input mode 
COGNITIVE AND NEUROLOGICAL DISABILITIES 
Attention deficit disorder: 
     • distracting visual or audio elements that cannot easily be turned off 
     • lack of clear and consistent organization of Web sites 
Intellectual disabilities: 
     • use of unnecessarily complex language on Web sites 
     • lack of graphics on Web sites 
     • lack of clear or consistent organization of Web sites 
Memory impairment: 
     • lack of clear or consistent organization of Web sites 
Mental health disabilities: 
     • distracting visual or audio elements that cannot easily be turned off 
     • Web pages with absolute font sizes that do not enlarge easily 
Seizure disorders: 
     • use of animations, blinking text, or generally of visual or audio frequencies that can trigger seizures 
MULTIPLE DISABILITIES 
     • visual and auditory perceptual disabilities: 
               o lack of alternative modalities for information on Web sites, for instance lack of alternative text that can be converted to audio 
to supplement visuals, or the lack of captions for audio 
     • other
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Important properties for Web site usability 
concern navigability as well as interaction. Five 
usability criteria were proposed by Nielsen 
(Nielsen, 1993): Efficiency, Errors (few and eas-
ily recoverable), Satisfaction, Memorability (of 
visited items and functions) and Learnability, the 
ability to be proficient quickly, which impacts on 
performance of novice users.

Some other fundamental characteristics of Web 
site usability are (Fleming, 1998):

Consistency of presentation and controls • 
across the site or application, natural or-
ganization of information (clear structure, 
systematic labels, clear and meaningful 
labels)
Contextual navigation, in terms of envi-• 
ronment, “type” of users, particular de-
vices, etc; someone often considers also 
how much information is available for pro-
viding a context for the user (where is he, 
where he can go, and so on).

Regarding page layout Nielsen and Loranger 
highlighted common mistakes:

“Page not structured in prioritized order• 
Interaction overly complex and don’t offer • 
guidance
Related areas not grouped in close • 
proximity
Elements not places where people expect• 
Too many elements on page” (Nielsen & • 
Loranger, 2006, p.322).

These principles are very general and need to 
be applied concretely and expanded into more 
specific and detailed guidelines that can be as-
sessed in a simpler and perhaps more standard way, 
to be rapidly applied. For instance, focusing on 
the differently-abled, Pernice and Nielsen (2001) 
defined specific guidelines derived from user 
testing with a large group of visually- (including 

totally blind) and motor-impaired persons. The 75 
guidelines are very useful but need to be updated as 
technologies evolve, especially multimedia (such 
as Adobe Flash presentations or dynamic applica-
tions such as AJAX, Asynchronous JavaScript and 
XML (Mozilla Developer Center, n.d.).

Usability is not the only important aspect of 
the site: obviously its contents/functions, and its 
popularity contribute even more to a site’s suc-
cess. However, if users can perform the same task 
with two different sites, they will choose the one 
that is more effective, efficient and satisfactory 
(Nielsen, 2001).

Integrating Usability and 
Accessibility of Web UIs

To use Web sites and applications effectively, ac-
cessibility alone is not enough; usability should be 
addressed as well. Accessibility is aimed at remov-
ing “technical barriers” which could prevent use of 
or access to a certain on-line service or application. 
Usability is a multidimensional concept, since it can 
refer to several aspects whose importance depends 
on the application domain and user context. Indeed, 
although they are strictly correlated, accessibil-
ity and usability are frequently addressed as two 
separate aspects, but users with disabilities need 
to have applications that are both accessible and 
usable. Thus, if they are not properly integrated, 
the UI may turn out to be accessible but barely 
usable, or usable but barely accessible: in either 
case navigation by users with disabilities is likely 
to be seriously compromised, since they may not 
be able to access the desired information (i.e., “not 
accessible”) or may have difficulty arriving at their 
goal (“not usable”).

Usability principles are particularly important 
even in an educational context, where the student 
should be able to concentrate on the learning 
process rather than wasting extra time and effort 
orientating themselves on the user interface. There-
fore, accessibility alone might be too restrictive 
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for the main goal; and usability should improve 
interaction, regardless of the user’s abilities. In this 
perspective, it is important to establish the users’ 
requirements as well as the “specified” context.

Designers should be aware of both usability 
and accessibility issues in the decisions they make, 
in order to avoid inconveniencing or excluding a 
wide range of potential consumers.

General Guidelines

To permit universal access, an accessible and 
usable user interface must consider all possible 
user needs. Thus, developers can only implement 
good design by being aware of all the obstacles 
encountered by users aided by assistive technol-
ogy. Information should be complete, quick to 
find, and easy to understand for everyone.

The Web Accessibility Initiative (WAI) WCAG 
2.0 Guidelines are high-level criteria for mak-
ing Web content more accessible and usable to 
a wider range of people with disabilities (W3C, 
2008c). They are organized in four categories 
relying on perception, interaction, comprehension 
and robustness (consistency, inter-operability) as 
shown in Table 2.

It is remarkable to observe that this new version 
of the WCAG completely changes its approach 
with respect to version 1, which was widely criti-
cized (Sloan et al., 2006; Leuthold, Bargas-Avila 
& Opwis, 2008) because accessibility alone does 
not guarantee a satisfactory interaction. Indeed the 
new WCAG version focuses on the full interac-
tion paradigm (perception, cognition, interaction) 
considered as a whole (not only on accessibility), 
thus also including usability features (effective-
ness, efficiency, satisfaction).

In this chapter we do not discuss the details of 
the WCAG 2.0 Guidelines, available online (W3C, 
2008c). Each guideline is general and applicable 
to more than one element. To conform to WCAG 
2.0 developer should refer the “Techniques for 
WCAG 2.0” document (W3C, 2008a), which con-

tains techniques and failures (for non-proprietary 
technologies) grouped by:

General Techniques (applicable to any • 
technology)
HTML and XHTML• 
CSS• 
Client-side Scripting• 
Server-side Scripting• 
SMIL• 
Plain Text• 
ARIA.• 

The Accessible Rich Internet Applications 
(WAI-ARIA) Suite (W3C, 2008b) was developed 
by the World Wide Web Consortium (W3C) within 
the framework of the Web Accessibility Initiative 
(WAI) to enhance navigation via screen reader 
and interaction via keyboard, and specifically for 
making dynamic Web content and Web applica-
tions (AJAX, DHTML, etc.) accessible.

There are also more specific W3C guidelines, 
such as:

Authoring Tool • Accessibility Guidelines 
(ATAG) for software that creates Web 
sites
User Agent • Accessibility Guidelines 
(UAAG) for Web browsers and media play-
ers, and relating to assistive technologies

• Accessibility Information for Specific 
Technologies, as XML, SVG, SMIL, and 
others.

The details of these guidelines and the descrip-
tion of WAI activities are available at http://www.
w3.org/WAI/.

Some countries have enacted specific acces-
sibility (and usability) guidelines. For example in 
the USA, Section 508 of the Rehabilitation Act 
contains a set of standards required of Federal 
agencies in order to make their electronic and 
information technology accessible to people 
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with disabilities (http://www.section508.gov/). A 
group of these standards is related to Web-based 
intranet and internet information and applications 
(1194.22).

Also the European Union with the Communica-
tion “Towards an accessible information society” 
(2008) declared it urgent to achieve a wider and 
more effective approach to e-accessibility, and in 
particular web accessibility, favoring the adoption 
of the WCAG 2.0 in Europe, with a set of key 
actions (publishing updated technical guidance, 
translating relevant W3C specifications, etc.). 
The objective is to achieve 100% accessibility of 
member states’ public websites by 2010.

Accessible Rich Internet Applications

Accessibility deficiencies in (X)HTML may ren-
der dynamic web applications unusable by people 
who use assistive technologies (AT) or who rely 
on keyboard navigation (W3C, 2008b). ARIA, 
developed by the World Wide Web Consortium, 
aim at making dynamic content such as AJAX 
(Mozilla Developer Center, n.d.), (X)HTML, 
JavaScript, and related technologies more ac-
cessible to the differently-abled persons, such 
as people interacting via screen readers (W3C, 

2008b). ARIA defines roles (toolbar, button, 
listbox, etc.), states and properties of (X)HTML 
objects. In this way changes in the user interface 
may be communicated to the assistive technology 
and thus to the user.

When using the screen reader or a vocal 
browser, the use of ARIA would enhance web 
application usability in many ways, as explained 
and exhaustively illustrated by the ARIA best 
practices document (W3C, 2009). Specifically 
advantages include:

reducing user overload, since it is possible • 
to select the sections be announced (de-
creasing the amount of unnecessary text 
announced). Specifically, the use of an (X)
HTML element (such as a table) as layout 
may be silently ignored by the screen read-
er if the table is tagged with the “presenta-
tion” role.
using ARIA regions the user is able to get • 
a page overview (“Ctrl+Ins+;” command 
in JAWS v.10). The use of landmarks/re-
gions also allows simplifying navigation 
via keyboard since the user may jump from 
one region to the next by pressing a key (in 
JAWS v.10 the “;”).

Table2. WCAG 2.0 Guidelines (Source W3C) 

1. Perceivable 
     • 1.1 Provide text alternatives for any non-text content so that it can be changed into other forms people need, such as large print, 
Braille, speech, symbols or simpler language. 
     • 1.2 Provide alternatives for time-based media. 
     • 1.3 Create content that can be presented in different ways (for example simpler layout) without losing information or structure. 
     • 1.4 Make it easier for users to see and hear content including separating foreground from background. 
2. Operable 
     • 2.1 Make all functionality available from a keyboard. 
     • 2.2 Provide users enough time to read and use content. 
     • 2.3 Do not design content in a way that is known to cause seizures. 
     • 2.4 Provide ways to help users navigate, find content, and determine where they are. 
3. Understandable 
     • 3.1 Make text content readable and understandable. 
     • 3.2 Make Web pages appear and operate in predictable ways. 
     • 3.3 Help users avoid and correct mistakes. 
4. Robust 
     • Maximize compatibility with current and future user agents, including assistive technologies.
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Furthermore, the developer using the attri-
bute “flowto” defines the order in which regions 
should be visited. For example, considering the 
Wikipedia Editing page, we would create the 
“Editing Content” and “Save&Preview” regions 
(<div role=”region” title=”Editing Content” 
flowto=”Save&Preview”>).

facilitating page navigation. Using only • 
standard (X)HTML code, the usability of 
keyboard navigation is reduced so blind 
users are forced to use tabbing for access-
ing active elements (form elements and 
links). To simplify interaction and allow 
easy jumping to main interface regions, 
developers usually rely on creating a link 
to the main content or use heading levels to 
structure the page (since the screen reader 
gives a table of headings). However the use 
of headings to mark sections is not consis-
tent across web sites (W3C, 2008b). ARIA 
instead allows marking sections with stan-
dard specifying XHTML landmarks (main, 
navigation, search, banner, contentinfo, 
etc.) or defining customized regions, if they 
do not appropriately reflect the aim of the 
region (f.e.: <div role=”main” title=”Math 
Module”>).

Accessibility Issues with 
Multimedia objects

In the previous section we addressed web acces-
sibility and usability concepts, without taking into 
account multimedia contents i.e. objects such as 
Adobe Flash components, applets, movies. When 
considering accessibility and usability for hyper-
media interfaces, we need to address multimedia 
components as well.

A possible definition of hypermedia is “The 
use of text, data, graphics, audio and video as ele-
ments of an extended hypertext system in which 
all elements are linked so that the user can move 
between them at will” (Wikipedia, n.d.).

Sometimes a multimedia object is the best 
way to convey the message to a target audience, 
but it is necessary to keep in mind users who 
could potentially have accessibility issues with 
multimedia objects. For instance, hypermedia 
systems allowing one to assemble multimedia 
components (Learning Objects) are increasingly 
used to prepare learning contents and lessons 
(Engelhardt, Hildebrand, Lange & Schmidt, 2006). 
If multimedia components are not appropriately 
designed and developed the user could not obtain 
the intended information. This is particularly cru-
cial for e-Learning platforms in which missing a 
multimedia content could mean not being able to 
receive important learning content. Consequently, 
including multimedia components requires special 
attention in order to assure their accessibility.

Equivalent Information

The first guideline recommended in the Web Con-
tent Accessibility Guidelines 2.0 (W3C, 2008c) is 
on the equivalent alternative content (see Table 1): 
“Provide text alternatives for any non-text content 
so that it can be changed into other forms people 
need, such as large print, Braille, speech, symbols 
or simpler language”.

One the major problem in making acces-
sible and usable non-textual content is that few 
developers are providing appropriate equivalent 
information for the multimedia they include in 
their pages, probably because it is not so simple 
to provide an appropriate and meaningful equiva-
lent text. Content is “equivalent” to other content 
when both fulfill essentially the same function or 
purpose upon presentation to the user. For example, 
consider a repeating animation that shows cloud 
cover and precipitation as part of a weather report. 
Since the animation supplements the rest of the 
weather report, which is already presented in natu-
ral language i.e. plain text, a less verbose descrip-
tion of the animation is necessary. However, if the 
animation appears in a classroom setting where 
students are learning about cloud formations in 
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relation to land mass, then the animation ought 
to be described for those who cannot view the 
animation but also want to learn the lesson. Note 
that equivalent information focuses on fulfilling 
the same function. An equivalent text may involve 
a description of that content (i.e., what the content 
looks like or sounds like). For example, in order 
for users to understand the information conveyed 
by an interactive chart, developers should describe 
the visual information in the chart. To provide 
accessibility to graphs Ferres, Verkhogliad, and 
Boucher (2007) developed iGraph, a system that 
provides short verbal descriptions of the informa-
tion depicted in graphs and a way of also interacting 
with graphical information.

Since text content can be presented to the 
user as synthesized speech and Braille, as well 
as visually-displayed text, equivalents must be 
written so that they convey all essential content. 
Non-text equivalents (e.g., an auditory descrip-
tion of a visual presentation, a video of a person 
telling a story using a sign language version of 
a written story, etc.) also improve accessibility 
for people who cannot access visual information 
or written text, including many individuals with 
blindness, cognitive disabilities, learning disabili-
ties, and deafness. What is crucial is the quality 
of the equivalent content provided. This is not a 
technical issue, but requires a certain quality in 
preparing and providing adequate and effective 
equivalent alternative information for those users 
who are not be able to obtain the content from 
the original multimedia component. Equivalent 
information may be provided as:

Alt attribute, longdesc attribute, and “D” • 
links (description links) as part of element 
content or as part of the document’s prose;
text transcripts, captioning, or auditory de-• 
scription for video components.

A text transcript is a text equivalent of audio 
information that includes spoken words and non-
spoken sounds such as sound effects. Captioning 
is a text transcript for the audio track of a video 

presentation that is synchronized with the video 
and audio tracks. Captions are generally rendered 
visually by being superimposed over the video, 
benefitting people who are deaf and hard-of-hear-
ing, and anyone else who cannot hear the audio. 
Depending on the complexity of the content, often 
it may be necessary to combine techniques.

One example of a non-text equivalent is an 
auditory description of the key visual elements 
of a presentation. The description is either a pre-
recorded human voice or a synthesized voice 
(recorded or generated on the fly). The auditory 
description is synchronized with the audio track 
of the presentation, usually during natural pauses 
in the audio track. Auditory descriptions include 
information about actions, body language, graph-
ics, and scene changes.

It is fundamental to provide the “key informa-
tion” that is crucial for understanding the main 
meaning of the component. In this sense, providing 
equivalents for multimedia objects can be a lot of 
work but it can be crucial.

Flash Content

Adobe Flash is increasingly used for Web and 
standalone applications due to the multi-media 
features and opportunities it offers (http://www.
adobe.com/). With Flash several enhancements 
can be made available through hypermedia and 
multimedia objects: toolbars, animations, interac-
tive games, etc. Thus, it is important that Flash 
applications be accessible to all users, including 
those who have to interact through assistive tech-
nologies. Several years ago Flash was criticized for 
the difficulties it raised for users with disabilities 
for various reasons, such as for lack of alternative 
textual descriptions. However, in recent years 
Flash has improved in this respect, aiming to 
provide support for accessibility (Adobe, n.d.).

Although best practice guidelines on how to 
make a Flash multimedia application accessible 
for assistive technologies are available, prob-
lems still exist, especially for more complex and 
structured multimedia applications. Leporini, 
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Paternò, and Spano (2009) investigated on the 
real Flash accessibility features for blind users. A 
case study for testing effectiveness and concrete 
accessibility features has been taken into account. 
The application considered describes the tactile 
room in the Museum of Natural History (Calci, 
Italy), and has been entirely developed with Flash 
technology.

Even if accessibility support made available 
by the Flash environment (i.e. versions 8 and 9, 
through the Accessibility panel) was used when 
developing the application, the resulting UI has 
not been found to be completely accessible by 
screen reader.

In short, the main accessibility problems are 
related to “content reading order” -- i.e. text, 
buttons and so on are mixed -- especially when 
contents are built in a dynamic way; to “Images”, 
which are correctly loaded in the text area, but for 
which the screen reader does not read the alterna-
tive description. Links are displayed but the screen 
reader cannot list them. Buttons do not present 
particular accessibility problems, but a strange 
problem occurs for some buttons inexplicably 
detected by the screen reader as unlabelled (e.g. six 
button, nine button, etc.). And even if “Shortcuts” 
are assigned to buttons or links, they cannot be 
used. These issues do not occur for simpler Flash 
objects, such as a navigation bar or non- complex 
Flash movies or videos.

This study confirms that Flash technology 
should just be used for certain components of the 
page, such as the navigation bar -- which is com-
posed of buttons -- or for those objects requiring 
graphical animations. Thus, if Flash objects are 
only used for small components it is possible to 
develop accessible applications.

A CAsE stUdY: WEB IntERACtIon 
oF totALLY BLInd PERsons

Numerous user studies suggest that the totally blind 
encounter more difficulty than those with other 

sensorial disabilities (such as low vision, motor 
or hearing impairments) when executing specific 
tasks (Petrie, Fraser & Neil, 2004; Craven, & Bro-
phy, 2003; Ivory, Yu & Gronemyer, 2004). Petrie 
et al. presented the results of accessibility testing 
of 100 websites with users with visual, motor and 
perceptual disabilities, showing that websites that 
are accessible for differently-abled users can also 
be visually pleasing. Specifically, 100 websites 
spread out over five sectors were tested with au-
tomated verification and user testing, involving 51 
differently-abled users, including 10 totally blind 
users. Results showed a mean task success rate of 
76% that goes down to 53% considering only the 
totally blind (the lowest score of all the user cat-
egories). Likewise, regarding user satisfaction, the 
authors recorded that the blind encountered more 
difficulty than other differently-abled users (4.2 on 
an 1..7 Likert scale, the lowest score of all the user 
categories). Researchers at Manchester Metropoli-
tan University (Craven & Brophy, 2003) highlighted 
issues of non-visual access by studying a sample of 
blind and visually-impaired users who performed 
four information-seeking tasks, including the use of 
search engines. Visually-impaired users searching 
the Web for a specific piece of information took 
an average of 2.5 times longer than sighted users. 
The efficiency gap was further quantified by Ivory 
et al. (Ivory et al., 2004); when blind subjects 
executed a set of tasks, they took twice as long as 
sighted users to explore search results and three 
times as long to explore the corresponding web 
pages. Leuthold, Bargas-Avila and Opwis (2008), 
extending the only three non-technical WCAG 
1.0 guidelines, defined nine specific guidelines 
for building enhanced text user interfaces (ETI). 
The authors demonstrated that the ETI guidelines 
enhance usability, by evaluating efficiency, er-
rors and user satisfaction of a web user interface 
developed according to these specific guidelines 
regarding GUI conformance to standard (WCAG 
1.0 guidelines); the study involved 39 blind users 
who were asked to carry out two tasks (Leuthold 
et al., 2008).
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Considering that the range of different dis-
abilities is so vast and the techniques are quite 
specific, in the following part of this chapter we 
limit our discussion to visual impairment, and 
specifically on the needs of the totally blind, being 
thoroughly familiar with this field.

A screen reader is essential software for blind 
people who interact with computers. When navi-
gating the Web, a screen reader and voice synthe-
sizer allow vocal conversion of all the information 
in the pages visited, following a linear scan from 
top to bottom and from left to right. They also 
provide some support to access specific elements 
in the Web pages. Thus, a certain expertise in 
screen readers and browser commands is useful, 
and orienting oneself within the page content can 
require considerable effort. Blind users rarely use 
the mouse functions (i.e. pointing, scrolling, se-
lecting, etc.) for moving around the page. In fact, 
although the mouse functions can be emulated 
by the keyboard, all such movements require a 
great deal of effort of a blind user. They prefer to 
move via keyboard: by arrow keys, via Tab key, 
and access keys.

A user interface with some interactive elements 
that cannot be activated through the keyboard 
(or that cannot receive the focus) is not usable. 
Thus, developers should take this into account 
and build user interfaces that are fully accessible 
by keyboard.

Even when Web sites apply accessibility rec-
ommendations, users can still encounter naviga-
tional problems. This is partly due to the fact that 
Web pages are increasingly designed for parallel or 
non-serial navigation, offering a variety of options 
within one page (frames, tables, drop-down menus, 
etc). Complex Web pages can cause problems for 
users who are navigating the site using assistive 
technologies, which force them to follow a serial 
route, for example when a screen reader reads out 
each hypertext link on a page, one by one.

In brief, the main problems for a blind person 
navigating by screen reader are:

Information overload due to excessive se-• 
quential reading – static portions of the page 
(links, frames with banners, etc.) may over-
load the reading process, since the user has 
to read every single thing almost every time, 
significantly prolonging navigation time. 
Thus, it is important to introduce mecha-
nisms to facilitate the identification of pre-
cise parts within the page. For example, at 
the top of the result pages generated by a 
search engine the user usually finds several 
links, advertisements, search fields, buttons, 
etc., that the user should be able to skip to 
go directly to the search results listed below. 
As a consequence, blind users often have to 
stop the screen reading at the beginning, and 
they prefer to navigate by Tab Keys, from 
link to link, or explore the content row by 
row, via arrow keys.
Lack of page context – the user may lose • 
the overall context of the current page when 
navigating by screen reader, since they can 
read only small portions of texts at a time. 
For example, the blind user who is skipping 
from link to link with the tab key will read 
the text associated with a link on the Braille 
display or will hear it from the synthesizer 
(e.g. “.PDF”, “more details”, etc.) but she/
he does not know what is written before and 
after. Thus it may be necessary to reiterate 
the reading process.
Content and structure mixing. The screen • 
reader announces the most important in-
terface elements such as links, images, and 
window objects as they appear in the code. 
For the blind user, these elements are im-
portant for figuring out the page structure. 
However, the actual reading process can 
overload the user, requiring considerable 
cognitive effort
Lack of • interface overview. Blind persons do 
not perceive the overall structure of the in-
terface, so they can navigate for a long time 
without finding the most relevant contents.
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Difficulty understanding UI elements. • 
Links, content, and button labels should be 
context-independent and self-explanatory.
Difficulty working with form control • 
elements.
Last, the blind person is unable to access • 
visual content (such as video streaming, 
video conferencing, and captioning) so a 
text alternative is crucial for effectively 
delivering the same content.

For users interacting by means of assistive 
technologies, user interface layout and structure 
are crucial. Traveling around the Web (or oper-
ating with a stand-alone application) is difficult 
for visually-impaired users since the Web pages 
(or program windows) are designed for visual 
interaction (Goble, Harper & Stevens, 2000). 
In contrast to sighted users, screen reader users 
cannot see the implicit structural and navigational 
knowledge encoded within the visual presenta-
tion of Web pages (Yesilada, Harper, Goble & 
Stevens, 2004). Therefore when navigating by 
screen reader the user’s perception of windows 
or page content may differ greatly from what is 
actually shown on the screen. These differences 
can cause considerable frustration. Page layout 
may result in confusing screen reader feedback, 
poorly designed or unlabeled forms can make 
navigation very difficult, the lack of alternative 
text for pictures can be mystifying, and so forth 
(Lazar, Allen, Kleinman & Malarkey, 2007). To 
resolve or reduce these inconveniences, developers 
should be aware of how the content is perceived 
when interacting via screen reader so that they 
can design user interfaces appropriately.

Organizing a page in logical sections enhances 
the experience of the blind user when navigating a 
page in two ways: it provides a page overview, and 
offers the possibility of jumping from section to 
section. Specifically, heading levels may improve 
navigation since screen readers have special com-
mands for moving from one heading to another. 
Brudvik, Bigham, Cavander, and Ladner (2008) 

presented an interesting study on how sighted us-
ers associate headings with a web page, observing 
very different results depending on factors such as 
whether the page has a hierarchic structure, how 
users identify sections, etc. Furthermore, authors 
applied techniques of information retrieval (i.e. 
training data and a classifier), developing a sys-
tem for automatically inferring from the context 
(font, size, color, surrounding text, etc.) whether 
a phrase “works semantically” (and may function) 
as a heading, and dynamically adds the heading 
level using Javascript. The system called Head-
ingHunter was evaluated using human-labeled 
headings gathered from the study and showed 
high precision (0.92 with 1 the max). Most com-
mon website usability factors involve meeting 
business objectives while providing a satisfying 
user experience. Therefore, accessibility should be 
seen as a challenge to designers and implementers, 
rather than as a constraint.

General Guidelines for simplifying 
Interaction via screen Reader

It is important to remember that totally blind per-
sons using screen reader and voice synthesizer do 
not interact by mouse or other pointing devices, 
but perceive the page content vocally and navigate 
only via keyboard. In the following examples we 
refer to the Jaws for Windows screen reader.

As previously discussed, due to the reduced 
visual perception the blind may develop a different 
mental model of the user interface. Furthermore, the 
cognitive part of the interaction, which also depends 
on personal factors such as the age at which an indi-
vidual lost his/her sight, and on whether the person 
has experienced visual knowledge of the real world 
or has only figured it out in other ways (i.e., has 
been blind since birth), is very important. Regard-
ing the interaction with the interface, a simple and 
rapid interaction via keyboard should be assured, 
as discussed in detail in the following.

Thus, when designing a UI for the blind, it is 
crucial to:
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provide alternative ways to deliver the • 
same content (included aural feedback)
reduce the user’s cognitive effort (i.e., to • 
provide an overview of the system and 
contents)
provide ways to access important content • 
rapidly.

As previously mentioned, a screen reader reads 
the contents sequentially, as they appear in the 
HTML code, and also announces the most important 
interface elements such as links, image and window 
objects. This process can be time-consuming and 
annoying, especially when the content is not well 
organized and the same parts of the interface, such 
as the menu and/or the navigation bar, are repeated 
on all pages. Blind users often stop the screen 
reading at the beginning, preferring to navigate 
by Tab keys jumping from link to link, or explore 
contents via arrow keys. However jumping from 
link to link is effective only if the description (and 
link title) is meaningful and does not depend on 
the context.

Some general features for simplifying interac-
tion via screen reader are:

Logical sections (as with landmarks and • 
ARIA regions): allow an overview of the UI 
features (e.g., main, search, navigation bar, 
footer, etc.). The first problem to address is 
that the blind person does not perceive the 
overall structure of the interface, so they can 
navigate for a long time without finding the 
most relevant contents. To reduce this gap, 
the HTML source code has to be structured 
defining logical sections of the interface. 
Specifically, sets of homogenous text and 
elements were grouped and structured by 
ARIA landmarks and regions, in order to 
give the user an immediate idea of the in-
terface, and allow him/her to rapidly move 
from one section to another.
Positioning the relevant content at the top of • 
UI (source code): important for novice users 
since it allows immediate access to the main 

part, related to the main goal to be accom-
plished. The use of ARIA presumes the user 
is able to use the command for visualizing 
and moving between landmarks/regions, so 
no action is required the user to access the 
main of the page.
Shortcuts: useful for faster navigation• 
Enable the visiting order according to im-• 
portance of UI elements increases efficiency 
(rapidity) in exploring the interface
Aural feedback: crucial for immediate per-• 
ception of important events
Hidden labels: useful for better user • 
orientation
Help page: a non-intrusive help page on ac-• 
cessibility features and invisible link to it 
can be very useful.

Application domains and 
specific Guidelines

General criteria for simplify navigation and in-
teraction must be merged with the context and 
characteristics of a specific application domain, 
to provide more specific guidelines for web de-
signers. As a case study we recall two examples 
of guidelines for two application domains for 
simplifying interaction for the blind: search en-
gines and wikis. The first example was tracked by 
analyzing the Google UI (Leporini, Andronico, 
Buzzi, & Castillo, 2008), and the second one is 
derived from a study on Wikipedia, the on-line 
encyclopedia (Buzzi M.C., Buzzi M., Leporini, 
& Senette, 2008).

Search Engine

In the following we report the results of the general 
guidelines applied in the search engine domain 
(Leporini et al., 2008). The resulting criteria can 
be summarized thus:

Make the main content of the UI immedi-• 
ately accessible, in one of two ways:
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1.  Place the most important elements of 
the interface at the top of the source file. 
For search engines the most important 
elements are: search box and button, 
and query results. To place an object in 
a specific position of the visual layout, 
use the “position” property in the style 
sheet.

2.  Use ARIA regions, so the user can im-
mediately jump to the main section.

Facilitate user orientation in the • interface:

Be careful to correctly match <label for> with 
input elements, and place labels above or to the 
left of the input element, rather than below.

Navigating faster. Assign a scale of impor-• 
tance (i.e. by tab index attribute) to impor-
tant elements so users can reach the most 
important parts quickly. On the search 
page, higher values should be assigned to 
edit field and search options; whereas in 
the result page the higher values should be 
given to result links. A lower value should 
be assigned to secondary links if present 
(such as “cached” or “similar pages”). 
Furthermore, shortcuts may be associated 
with search elements (text boxes, buttons) 
and with links to pages of results (e.g. ac-
cess key=”1” for the first page, or “2” for 
the second, etc.).
Alerting by sound. When using interactive • 
elements, different sounds should be asso-
ciated with different events in order to rap-
idly provide feedback to blind users. For 
instance, two different tones may be used 
to indicate the success (at least one result) 
or failure (no result) of the search.
Easy • interaction with form elements (edit 
field and search options), i.e easy location 
and labeling. Avoid secondary elements 
(links, texts, banner frames, etc.).
Highlighting the search result. Use a head-• 
ing level (i.e. <h1> or <h2>…<h6>) at 

the beginning of the result list. If a table is 
used to format results, a summary attribute 
such as “Results of the research: xxx re-
sults found” or “No results found” should 
be assigned. In addition, the number of the 
current page vs the total number of pages 
should be clearly indicated (e.g. x of y re-
sult pages).
Arranging the results in numbered lists. • 
Put the list of the result links with their 
summary, just after the search result no-
tification (nothing else should be located 
in the middle). Create a list by applying 
<ul> or <ol> elements; each item on the 
list must be a single result; it is possible 
to make the numbering invisible by using 
hidden labels. With this feature, the screen 
reader informs the user of the number of 
items; the user is then able to skip quickly 
from item to item. Besides, each page re-
sult should not contain too many results; an 
appropriate number would be ten items.
Recognizing sponsored links. Keep spon-• 
sored links separate from the other results 
in the HTML code, not only in the visual 
layout. Put them in a clearly labelled table 
(e.g. “sponsored links” summary attribute), 
and insert the table code after the results 
list in the page source; to locate sponsored 
links on the right side – or in another spe-
cific place – use the CSS (Cascading Style 
Sheets) properties.
Adding navigation and help links. Place • 
links pointing to result pages at the end 
of the list (not before). This allows users 
to read the current results (summaries and 
links) first and then read the pointers to 
the next group of results; this is important 
when users move by arrow keys (i.e. in a 
sequential manner).
Last, applying standards also assures in-• 
teroperability. For instance, use XHTML 
and CSS to separate content from render-
ing and structure the page. Web designers 
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should use aural style sheets provided by 
CSS2 specification for making web con-
tent more usable by and accessible to blind 
people. At the same time, browsers and 
screen readers must be able to interpret au-
ral CSS.

Wikis

Wikis and eLearning systems are multiplying 
rapidly. Although these guidelines were derived 
from studying Wikipedia, they are general and 
thus apply to all Wikis (Buzzi et al., 2008):

Make it easy to identify the separate con-• 
tent parts.

Usually a wiki page is split into several logi-
cal sections: navigation bar, header, footer, main 
content, etc. Each area should be clearly identifi-
able, both visually and via screen reader, offering 
a blind user a rapid overview of the main macro 
topics available on the page. Using ARIA roles 
to define landmarks and regions (corresponding 
to logical page sections) the screen reader can 
provide a list of all regions on the page, (i.e. 
the page overview) to which the user can jump 
easily and rapidly. Previously this overview was 
obtained with heading levels, but this was not 
consistent with the meaning of heading levels in 
the websites (W3C, 2009). Furthermore, regions 
make the main content immediately accessible in 
aural exploration.

Make the search box clearly and quickly • 
identifiable.

The search function is one of the most impor-
tant features of a portal, so it is essential to find it 
very easily. Search edit field and buttons should 
be located at the beginning of the logical flow of 
the page’s main content. Its location early in the 
content flow should ensure that the screen reader 
(and thus the user) can identify that important 
main area almost immediately.

The search box should be easily identifiable 
and clear labels should be used for edit field and 
search buttons. Moreover, terminology on the 
page should be consistent.

Keep the Editing function simple.• 

The Editing function is very important in a 
Wiki system, as in any collaborative environment. 
Consequently, the Editing commands as well 
as the Editing page should be easy for anyone 
to use, independent of the interaction modality 
used. We offer several suggestions regarding the 
Editing function:

Use a separate page for the Editing • 
function.
Provide a quick way to use formatting • 
functions via keyboard. For instance, if us-
ing a graphical toolbar make it accessible 
via ARIA.
Provide an alternative textual input that • 
could facilitate formatting for skilled us-
ers. To facilitate this modality, two possi-
ble suggestions are (1) provide a help page 
listing all commands with their textual al-
ternative input modalities (2) a very similar 
HTML syntax could might also facilitate 
the input process for users who have some 
experience with HTML.
Concerning special symbols, two sugges-• 
tions may be useful:
provide a quick and compact way to select • 
a special symbol. Since a great number of 
links makes interaction via screen reader 
too difficult, a more effective way should 
be developed. A list on a separate Web 
page, or a compact combo-box containing 
descriptions of all available symbols, are 
possible solutions.
associate a clearer symbol description. • 
Many special chars and symbols are not 
recognized by the screen reader. A descrip-
tive text would overcome this problem; 
for instance ‘a with circumflex accent’ is 
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clearer than the corresponding character 
(e.g. ‘â’ is announced by JAWS as ‘a’).
Control the edit focus. As in the Editing • 
procedure, the focus is very important and 
it is necessary to ensure that when interact-
ing with formatting commands or choosing 
special symbols, the focus goes back to the 
editing cursor. This feature is fundamental 
for facilitating the Editing process when 
using a screen reader -- otherwise, the user 
risks losing the Editing position, which 
makes the composing process difficult or 
impossible.

Examples

An important usability issue for the blind who 
interact via screen reader is the lack of a general 
view of the content. Thus it is crucial that the text 
associated with links, frame names, table summa-
ries, heading levels (for structuring the content), 
etc., are meaningful and context-independent, to 
better orientate users. Furthermore, adding “hid-
den labels” makes the content clearer, enhancing 
experience of the page navigation.

One important principle for making a web 
page easily and rapidly navigable is dividing the 
page content into logical sections (Leporini et al., 
2008). In fact, when a page contains a great deal 
of content it is perceived as very long due to the 
sequential access (via arrow keys), so navigation 
becomes tedious and requires considerable effort. 
As previously mentioned, a useful method for 
logically organizing a UI is to use appropriate 
heading elements. In fact, several screen read-
ers have special commands to list the headings 
in the page, so that with a general overview the 
user can understand the content of the page, and 
can reach the desired information more quickly. 
In addition, users can skip quickly from one sec-
tion to another.

For example to catch the last section of a long 
page a user has to read through a lot of content. In 
addition, to get an overview of the page content 

in order to understand the main information, it 
is necessary read the entire page. In this case 
the page is accessible because the screen reader 
detects all the content, but a blind user navigating 
sequentially may have a cognitive overload and a 
sense of frustration due to the long time needed 
to read the information.

Let us consider as an example the Pisa airport 
home page available at http://www.pisa-airport.
com/index.php?lang=_en, as accessed with JAWS. 
This page is an example of a well- structured UI: 
the page content is divided by using heading levels 
assigned to each section title. The user can get 
an overview of the page content simply through 
a special screen reader command (with JAWS, 
“Insert+F6”) that lists all headings available on 
the page (See Figure 1). In this case finding one 
of the last sections of the page, such as “Weather 
information” is easy: the blind user can list all 
headings (with the “Insert+F6” JAWS command) 
and explores the section titles via “down” arrow 
key. When the focus is over the “Weather fore-
cast” section, by pressing the enter key, the focus 
moves to that section so the user can read it. To 
move more quickly, when the user navigates the 
page frequently, he/she can pick up the “Weather 
forecast” title just by pressing the letter “w” when 
the headings are listed. This way it is not necessary 
to explore all headings shown in the list.

A user who cannot see the screen often uses 
the Tab key to search the page for the desired link 
without having to read the entire content. Another 
way to select a specific link is to use a particular 
screen reader command to open the link list. In 
both cases, the user reads only the text of the links, 
so a meaningful text is important. It is necessary 
to avoid links that are not self-explanatory, such 
as “click here”, “.pdf” or “go to the paragraph”, 
which are not very useful. Often the link text 
refers to a specific context, so that if the links are 
considered separately, it is difficult to understand 
the related content.

For example, on the Pisa airport home page 
for each section there is a short introduction to 
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the related content; to read a deeper description a 
link “Enter” pointing to a second level page can 
be clicked (this mechanism is common in Content 
Management Systems, that apply general labels 
by default). Unfortunately, all these links have the 
same label: “Enter”. This leads to a list of avail-
able links that are unclear and confusing out of 
context. If a blind user lists all links available on 
the page, several links are named “Enter”. Thus 
the user has no idea what kind of information they 
are related to. Figure 2 shows the list of links on 
the Pisa airport home page.

In the following we offer two examples of using 
technology to improve interaction for the blind.

Google Case: A More 
Usable Result Page

In summer 2008 Google put on-line a new version 
of the popular Web search UI, graphically equal 
to the previous one but optimized for navigation 
via screen reader. In fact, as discussed in (Leporini 
et al., 2008) although fully accessible, the previ-
ous version of the result page presented some 
difficulties for the blind since results were not 
appropriately structured for a screen reader user. 
For example in the previous version of Google 
UIs, no structure or navigation features were ap-
plied to the result page, so the user had to navi-
gate sequentially line by line or jump over active 

elements (via Tab key). Only experienced users 
were able to skip some parts by using advanced 
screen reader commands. Thus exploring results 
of a query in the previous Google version might 
require considerable time even if the UI was ac-
cessible via screen reader.

As proposed in (Leporini et al., 2008) each 
search result could be structured by assigning a 
heading level (to skip from one result to the next 
or previous) and numbered in order to facilitate 
user orientation. To preserve the original lay-
out, all these features could be hidden by using 
CSS properties (see Table 3 and Table 4). Since 
screen readers with JAWS ignore elements with 
the “display” property set to “none”, or with the 
“visibility” property set to “hidden” (correctly 
interpreting the aim of these properties) it is neces-
sary to use absolute positioning and a second level 
layer. Thanks to positioning -1000, which brings 
the element out of the screen, (Table 3) and the 
second level layer, the label is not visible.

The current Google result page is easier to 
navigate than the previous one. The use of head-
ings and the numbers applied to each result allow 
a blind person to move quickly from one result to 
another, and easily orientate themselves among 
them. In this new result page it is faster to arrive 
at a result or explore the next pages. Therefore, 
navigation is more satisfactory and efficient. It is 
important to remember that navigation is vital for 
the blind, because it is crucial for them to be aware 
of their current location on the webpage and be 

Figure 1. Pisa airport home page: headings listed 
by the JAWS command “Insert+F6”

Figure 2. Links listed by the JAWS command 
“Insert+F7” in the Pisa airport Home page
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able to return to the beginning, or how to reach a 
certain point in the material (ISO, 1998).

Wikipedia Editing Page

The editing page of Wikipedia is difficult to use 
via screen reader and presents three main usability 
issues for the blind (Buzzi et al., 2008):

1.  The formatting toolbar is difficult to perceive, 
access and use. The widgets of the Wikipedia 
toolbar are graphic icons, generated by 
JavaScript, inaccessible via Tab key. The 
browser is unable to recognize these widgets 
as active elements (such as links, buttons, 
boxes, etc.) so they are skipped (never receive 
the focus) when the user explores the page 
via Tab key.

2.  It is difficult to select special characters and 
symbols. To insert a special character or 
symbol, Wikipedia offers a combo-box for 
selecting an alphabet. After the selection, a 
list of links of the corresponding alphabet 
characters is shown. This is not suitable 
for navigation via Tab key; having a high 
number of links makes the navigation long 
and users become disoriented.

Furthermore, Jaws does not recognize un-
common symbols or characters, so it produces 
ambiguous text (for example “link e” for e, é, è, 
È and É). To distinguish each character, a more 
descriptive text should be associated (e.g. “e with 
acute accent”).

3.  Focus issue. In the Wikipedia Editing page 
the focus is managed via JavaScript: when 
one or more words in the text area are 
selected, all related parameters (including 
the focus) are stored by the script in order 
to apply the formatting correctly. However, 
when interacting via screen reader a blind 
user may not correctly understand how the 
focus is processed since the screen reader 
provides a “virtual focus”, and this may not 
coincide with the system focus.

In (Buzzi et al., 2008) we discussed a modified 
Wikipedia Editing page using ARIA. Specifically 
creating a formatting toolbar with ARIA roles, 
properties, and attributes (i.e. ‘activedescendant’) 
makes the toolbar navigable via arrow keys (see 
Table 5). Once the toolbar receives the focus via 
TAB key, the child elements -- i.e. each format-
ting widget -- can be accessed by up and down 
arrows, and the associated formatting function 
(Bold, Italics, etc.) can be activated by pressing 
the ENTER key.

Concerning special characters and symbols, 
we used a second combo-box (located close to the 
alphabet combobox) to aggregate all characters 
of each alphabet. This compact solution is faster 

Table 3. Portion of CSS file: style for hidden 
labels 

    .hidden-label { 
    position: absolute; 
    left: -1000; 
    top: -1000; 
    z-index: -1; 
    }

Table 4. Fragment of result page code containing 
numbered result by using hidden labels 

… 
<a name=”results” tabindex=”1”> 
Results 1 - 10 of about </a> 
... 
<div id=”result-list”> 
<div class=”r”> 
<p class=”hidden-label”> 1. </p> 
<a href=”…” tabindex=”1”> First result </a> <br /> 
...extracted text... <br /> 
<a href=”…”> Cached </a> - 
<a href=”…”> Similar pages </a> 
</div> 
<div class=”r”> 
<p class=”hidden-label”> 2. </p> 
<a href=”…” tabindex=”1”> Second result </a> 
... 
</div> 
…
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since when navigating the combobox with arrow 
keys, the screen reader announces the character 
name directly while in the original interface every 
character read is preceded by the word ‘link’. 
Furthermore the user skips the combobox pressing 
a tab key once, while in the original interface it 
is necessary to navigate all links.

Furthermore, to simplify selection of a special 
character, we also specified a clear label attribute 
for each <option> item of the second combo-box, 
so the screen reader can announce the description 
of the selected character.

The focus problem would be resolved by our 
new interface, while actually it depends on how 
the screen reader interpreted ARIA. For instance 
with Jaws English version 9, the new interface 
allows users to insert and edit text without having 
to switch to navigation modality to find active 
elements. Instead, with Jaws Italian version 9 the 
focus is in the correct position but Jaws loses the 
editing modality.

ConCLUsIon

The aim of Universal Design is to design products 
that accommodate the broadest range of users 
regardless of age or ability. This approach calls 
for design that is usable for a wide range of end-
users without alterations or accommodations for 
accessibility.

In this chapter we introduced several main 
principles for ensuring that applications, includ-
ing the Web, are available for everyone. After 
introducing different types of disabilities and their 
corresponding assistive technologies, accessibility 
and usability concepts were discussed. Several 
practical examples were given.

The Web has changed continually over the 
years along with new developments in technology. 
Web 2.0 brings new dynamic applications and con-
tent based on AJAX, such as Google Maps (Chen 
& Raman, 2008), and social networks such as 
Facebook that integrate multimedia contents. It is 
crucial to make content and applications accessible 
and usable to all; WCAG version 2.0 and ARIA 
suite as well as the usability principles proposed 
all contribute to realizing these objectives.

Applying accessibility and usability criteria 
from the very beginning of the design phase 
is much less costly than introducing it later, so 
specific guidelines should be followed from the 
very earliest stages of the design process. In the 
long run, creating different ways of delivering 
multimedia content according to the user’s ability 
will improve overall efficiency and effectiveness 
of interaction for any individual and organization, 
regardless of time, place and pace.

Before ARIA specification was introduced, a 
designer had to resort to certain tricks (e.g., ap-
plying heading levels to structure the UI areas, 
CSS class and properties for adding hidden labels). 
This requires considerable effort by designers and 
developers to compensate for the lack of semantics 
in (X)HTML languages. Today, by defining roles 
and communicating with the accessibility APIs, 
ARIA specification simplifies the designer’s work, 
thus favoring the widespread adoption of usability 
and accessibility principles and furthering the 
creation of a more accessible society, one of the 
aspirations of the European Union.

In conclusion, awareness of Web barriers and 
the knowledge of W3C standards are essential to 
optimizing navigation for the differently-abled. 
Designers can actively contribute to closing this 

Table 5. Fragment of the ARIA-based toolbar 
source code 

… 
<div role=”toolbar” tabindex=”1” id=”toolbar1” … aria-
activedescendant=”button1” 
aria-labelledby=”mytoolbar” title=” Formatting toolbar”> 
<div id=”mytoolbar” class=”hide”> Formatting toolbar </div> 
<span role=”button” aria-pressed=”false” class=”selected” 
id=”button1” … > 
<img style=”cursor: pointer;” alt=”Bold” src=”button_bold.
png” class=”icons” /> 
</span> 
… 
</div> 
…
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digital gap and to creating a better World Wide 
Web within reach of all.
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KEY tERMs And dEFInItIons

Accessibility: The degree to which a product 
can be accessed by as many people as possible. 
A Web site or application is accessible if it can 

be used by everyone, including people with dis-
abilities.

Assistive Technology: Hardware or software 
component that helps people with disabilities in-
teract with the environment.

Disability: Defined by the Americans with 
Disabilities Act of 1990 as “a physical or mental 
impairment that substantially limits one or more 
major life activities”. Impairments may be physical, 
sensory, or cognitive/intellectual.

JAWS: Jaws for Windows is a widely-used 
screen reader (http://www.freedomscientific.
com/)

Screen Magnifier: A screen magnifier is a 
software used by the visually impaired to interact 
with a computer or other electronic devices, such as 
mobile phones. Presenting enlarged screen content, 
the screen magnifier is very useful for low-vision 
people, while totally blind persons have to use a 
screen reader.

Screen Reader: A screen reader is an assistive 
technology used by the blind person to interact with 
a computer or other electronic devices, such as 
mobile phones. The screen reader mediates between 
the user and the operating system (including its ap-
plications), assisting individuals by interpreting the 
user interface, which is read aloud sequentially by 
means of a voice synthesizer, or written by using 
a Braille display.

User Interface (UI): The means by which 
a person interacts with a computer or electronic 
device. Input devices, such as a mouse, keyboard, 
touch screen, remote control, joy stick or micro-
phone, as well as output devices such as screen, 
speakers, or Braille display, permit interaction 
with the system.

Usability: The standard ISO 9241 (1998), 
defined usability as “the effectiveness, efficiency 
and satisfaction with which specified users achieve 
specified goals in particular environments”. Web 
usability is determined by ease of finding desired 
resources, of learning and remembering website 
structure and functions (for future visits) as well 
as by user effectiveness, efficiency and satisfaction 
while performing a task.
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World Wide Web Consortium (W3C): De-
velops interoperable technologies (specifications, 
guidelines, software, and tools) to guide the Web 
to its full potential. W3C is a forum for informa-
tion, commerce, communication, and collective 
understanding.

Web Accessibility Initiative - Accessible 
Rich Internet Applications (WAI-ARIA): A 
set of documents published by the World Wide 
Web Consortium that specify how to increase 
the accessibility of dynamic content and user 
interface components (developed with Ajax, 
HTML, JavaScript and related technologies) for 
differently-abled persons.

Web Content Accessibility Guidelines 
(WCAG): The Web Accessibility Initiative (WAI) 
WCAG 2.0 Guidelines are high-level criteria for 

improving accessibility and usability of Web 
content and applications.

World Wide Web (Web): A system of in-
terlinked hypertext documents accessed via the 
Internet. With a Web browser, one can view Web 
pages that may contain text, images, videos and 
other multimedia, and navigate between them 
using hyperlinks.

Widget: An element of a graphical user in-
terface (GUI), such as a graphic button, textbox 
or collapsible tree, that displays information and/
or allows user input. Widgets collect and hold 
application data. Complex widgets may convey 
semantics that must be properly communicated to 
an assistive technology that provides interaction 
to the differently-abled.
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IntRodUCtIon

The advances of the software and the hardware in 
the first years of the new millenium are continuous 
and tend, in the multimedia or hypermedia systems, 
towards a merger in devices of small size, such as 
laptops, tablet PCs, e-books, pocket PCs, iPhones 

or rather the distribution of servers in each of the 
homes of the users, with the purpose of boosting the 
intelligent home, e-learning, telework, e-commerce, 
virtual tourism, videogames, etc. In all these ad-
vances in the interactive systems there is a continu-
ous advance in algorithms (Dileep, Yeonseung & 
Hyksoo, 2008), interfaces (Shneiderman, 2005), 
use of the new technologies (Cameron, 2009), etc. 
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In the current chapter the authors present a heuristic and diacritical analysis of the communicability 
in Web 1.0 and Web 2.0 carried out in the contents of the websites of Southern Europe, especially be-
tween Italy and Spain. The real examples that will be presented are related to the loss of the veracity of 
on-line information and the decay of credibility of the traditional information sources, such as digital 
newspapers, university context and the industrial or commercial sector. These results are directly re-
lated to the statistical aspect and the new phenomenon of the star enunciator and the use of statistics in 
the Internet, especially in websites such as university websites, social networks, digital newpapers and 
magazines, portals, etc., whose consequence in the short and middle term may be the total destruction of 
transparency in the communication process among the users of the interactive systems and the freedom 
of access to true online information.
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However, all these breakthroughs have a weak 
point: the veracity of the on-line contents. In the 
generation of the virtual communities and the lack 
of control in the websites it can be seen that the 
users are not subject to quality rules concerning 
the quality of the information offered in those 
communities. These quality rules are not respected 
neither at individual, nor at group or collective 
level. The problem gets bigger when the public 
institutions devoted to teaching or industrial/com-
mercial groups foster this lack of transparency 
through the appearance and the implicit go-ahead 
of the behaviour of the “star enunciators”.

The term “enunciator” derives from linguistics, 
semiotics and sociology, whereas the notion of 
“star” refers to negative behaviour and the supe-
rior position of this enunciator with regard to the 
remaining Internet users, that is, as if he were a 
Hollywood star in the movies. These enunciators 
have as their goal persuasion, manipulation and 
fascination towards the global village. The purpose 
is to acquire the greatest visibility in the on-line 
community, and in the least possible time. He 
will reach this goal through the last generation 
technological means: iPod, mobile phone mul-
timedia, Web 2.0, etc. The costs for him or her 
are practically equal to zero, because he/she has 
a high hierarchy in the line of command of the 
public and/or private institutions. Consequently, 
we have gone in the Internet from a flat or plain 
structure to an irregular and steep one. That is to 
say, the star enunciators occupy the summits of 
those mountains that are generally built by rising 
or throwing a node inside the net. We have an 
evolution of this phenomenon in the following 
graphic.

Besides, we understand as a ‘virtual com-
munity’ the number of users who continuously 
participate in chats, videoconferences, etc. in the 
Internet or intranet, whether it is in long distance 
courses, semipresential courses, etc. or other us-
ers, with the purpose of establishing bidirectional 
interactive communication links among them. 
In the case of Internet, these users establish ad-

ditional links thanks to the Web 2.0 phenomenon 
with applications such as LinkedIn, Facebook, 
Twitter, Naymz, etc.

Ferdinand de Saussure, in his work “Course in 
General Linguistics” maintains an interesting point 
of view regarding the assessment of the language 
that he refers to as “parochialism” (Saussure, 
1990). Here it is necessary to bear in mind the 
orography of the territory where this discipline 
originated, i.e. the Alps, in whose mountains the 
towns, as well as their dialects develop around the 
churches, according to Saussure’s linguistic trea-
tise. Remarkably, in the analysis universe on-line 
of multimedia systems in the same geographical 
area, that is to say, the geographical centre of the 
Alps or the Pyrenees, we find that the credibility of 
information lessens with increasing parochialism. 
The origin of this problem lies in what is known 
in software engineering as human factors, and 
also in the social sciences, the capital factor for 
that who becomes an information source (emit-
ter) and focuses the attention of the receptor (a 
kind of showman or showwoman). It is a classical 
phenomenon in the anchormen of news reports, 
for instance (Boyd-Barrett & Rantanen, 1998; 
Cipolla-Ficarra, 2009). If we make an intersec-
tion between both factors we have on the Internet 
false information about the people (training and 
professional experience) with a clear propaganda 
or publicity purpose. In the zone from which 
Saussure spoke there was a union, that is to say, 
the sale of politicians as if they were business 
products. A way to detect them is the momentum 
of the community websites of Web 2.0: Facebook 
or LinkedIn, for instance. In the analyzed websites 
we have seen that one of the instruments used by 
the star enunciator is statistics. That is to say, he/
she needs counters and accumulators to establish 
scores and comparative studies inside the virtual 
community and/or social network sites. In this 
regard, the Web 2.0 uses a series of icons that 
boost or promote the star enunciators: hands with 
the thumbs up, fire flames, circuits of links or 
connections, score number, etc.
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Consequently, it is a comparative work of 
contents, between two signs or values: the posi-
tive, the transparency of the information and the 
negative, the manipulation of information. That 
is, it is a diacritical activity, since starting from 
it the credibility and the veracity of the on-line 
information grows or falls. The diacritical term 
stems from linguistics. Diacritical is a adjective 
meaning distinctive or distinguishable. The term 
derives from the Greek –diakritikós, “distinguish-
ing”. In order for anything to function as a sign, it 
needs to be distinctive or disitnguishable from the 
other items used also as signs (Colapietro, 1993; 
Nöth, 1995). Because, Ferdinand de Saussure 
focused considerable attention on how signs are 

generated by their differences (by the way or ways 
they can be distinguished from other signs in the 
same system, for example, the same language).

The current work starts with a brief description 
of the notions of human communication and its 
extension to interactive design. Next, a state of the 
art of the evolution of software, focusing on the 
aspects of usability and accessibility in the web 
from the point of view of interactive communica-
tion. Then we analyze the main components of 
descriptive statistics that have been used in the 
elaboration of techniques and heuristic evalua-
tion methods applied to the creation of interac-
tive systems on-line and off-line. Some of these 
components with their corresponding formulas and 

Figure 1. As if somebody pulled from a node turning it into a cobweb with the shape of a pyramid. At 
this summit node our star enunciator is to be found

Figure 2. Score number for ‘professional reputation evaluation’ in www.naymz.com
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examples are in annex #1. Then are presented the 
factors of persuasion used by the star enunciator 
in several examples, where we find mainly an 
intersection between the human-computer interac-
tion, semiotics, statistics, usability engineering, 
software and system engineering.

HUMAn CoMMUnICAtIon

In the basic process of human communication man 
is regarded as a social and gregarious being, who 
needs to express and make his activities known 
to other people (real information is implicitly in 
the communication). In our case four components 
are analyzed: the user, how he/she carries out his/
her tasks, the context and the use of computer 
systems.

The information is the formal aspect of the mes-
sage tending to provide sense and intelligibility to 
the communication in relation to the recipient. For 
instance, in the case of the interface, upon know-

ing the profile of the potential user, the success 
of the communication increases. An analysis of 
the word “communication” shows how the verb 
“communicate” and the noun “communication” 
express the presence of two individuals who are 
related. Etymologically, the noun communicatio 
and the verb communico (both from Latin) have 
their origin in the word communis formed by 
cum (with) munis (duties or links), denoting the 
meaning of unite or interrelate “with” (Birwhis-
tell, 1974).

The notion of communication implies: the dia-
logue between two or more people (users) and the 
interaction that is established with the technology 
(computers). It is starting from this interrelation 
“with” the technological and “with” the person 
when the relationship takes place with other re-
search environments such as the cognitive models 
used for the development of the interface.

At the moment of the design of the interface, 
the designer must consider the cultural factors, 
the types of users, the supports of the databases, 

Figure 3. Icons with fire flames awards ‘hot’ and hands with the thumbs up or OK meaning in www.
scrib.com



95

A Diacritical Study in Web Design

the kind of interactive access to the information, 
etc. (Cipolla-Ficarra, 1997; Sears, 2007; Dubberly, 
Pangaro & Haque, 2009). These variables prompt 
that from the software sector since the early 90s 
the need has been established to incorporate so-
ciologists, anthropologists and psychologists to 
improve the quality of computer systems (Basili 
& Musa, 1991). In Southern Europe what was 
enunciated by Basili and Musa was translated 
into involving artists, philosophers, pedagogues, 
etc, during the decade of the nineties and the in 
new millenium. Obviously, the immediate inte-
gration of these professionals with the software 
production teams was very complicated. The 
qualitative and quantitative results were scarce 
and increased the costs of the products and/or 
final services. Currently there is a growing trend 
towards a new profile of professionals, where 
there exists an intersection between the formal 
and the factual sciences.

In user-computer communication, the user and 
the interface of the computer are interdependent. 
The concept of interdependence in communication 
is complex in itself and can be depicted by defin-
ing the possible relationships between an emitter 
and a receptor, such as A and B (Cipolla-Ficarra, 
2008a). These are independent under the condi-
tion that A does not affect B otherwise there is a 
dependence relationship between A and B, that is, 
if A affects B but B does not affect A, or vice versa. 
Interdependence can be defined as the reciprocal 
or mutual dependence. If A affects B, and B affects 
A, then A and B are interdependent. It is possible 
to establish four levels of interdependence in the 
process of communication:

1.  Physical interdependence by definition.
2.  Interdependence of action-reaction.
3.  Interdependence of the expectations 

(inference).
4.  Interaction.

1.  In the physical interdependence by defini-
tion is located a greater interdependence, 
because in it are the dyadic concepts, that 
is, those relationships that cannot exist by 
themselves, such as is the case with the 
concepts: employee and employer, pupil 
and professor, son and father, etc. The con-
cepts of communication between user and 
interface are diadic, since the one depends 
on the other for its existence.

2. The communication terminology comprises 
a term related to the interdependence of the 
action-reaction feedback. The feedback 
provides the system with information with 
regard to the success it had in achieving 
its success. By doing this the user exerts 
a certain control over the future messages 
of the system. The kind of feedback that is 
given determines to a large extent the next 
set of behaviours of the system. When the 
system receives a feedback that is “reward-
ing” it will continue to produce the same kind 
of message. In the negative case, it should 
eventually change the message.

3. Human communication entails predictions 
on behalf of the emitter and the receptor with 
regard to the way in which the others have to 
respond to the message. The expectations can 
be analyzed as a distinctive interdependence 
level. The designer of the system has with 
him/her an image of its potential user. The 
designer takes the user into account at the 
moment of interacting with the system and 
foresees the possible answers in the face of 
certain situations. This capacity for projec-
tion in the internal stages of the user is what 
is known as inference.

4. The word interaction designs the assump-
tion process of a reciprocal role in the de-
velopment of emphatic behaviour patterns 
(Preece, 1998). If at the moment of the 
design of the system one takes at the same 
time the role of the user a communication by 
mutual interaction takes place. The concept 
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of interaction is essential for an understand-
ing of the communication process concept. 
The communication represents the attempt 
of unifying two models (the designer’s 
mental mode and the user’s mental model), 
of filling the gap between two individuals 
through the emission and reception of mes-
sages that have a meaning for both. When 
these two people are placed in the position 
of the other, they try to perceive the world 
in the same way in which the other does, 
they try to foresee in what way the other 
will respond. The object of the interaction is 
to achieve a perfect combination of oneself 
and the other, a total ability to know how to 
anticipate, predict and behave in agreement 
with the mutual needs of himself -designer- 
and the other -user-. Without any doubt, this 
is one of the areas of knowledge where the 
social sciences play a very important role, 
especially in the environments of Web 2.0 
and Web 3.0. In view of the potential users 
of the interactive systems, currently it is 
intended to achieve the highest quality at 
the lowest possible cost, thanks to cognitive 
models that are more consistent with the 
current communicability era.

In the cognitive models and in a similar way 
to other human-based tasks, the computer user 
perceives, stores and retrieves information from 
short- and long-term memory, manipulates that 
information to make decisions and solve problems, 
and then carries out responses (Eberts, 1992). That 
is to say, a set of typical activities akin to those 
performed by a specialist in the social sciences, 
who resorts to certain sociology and statistics 
techniques to present the obtained results. Now, 
in these tasks for the design process in the inter-
faces, for example, it is necessary to remember 
that there is a classic triad among the conceptual 
model, the mental model and the interface design. 
Besides, there is a triadic relation with the com-
municability. Graphically:

Between each one of these elements there is 
a bidirectional relationship. Following Norman’s 
concepts, the conceptual model is a design model 
maintained by the designer of the interactive 
system, in engineering or programming terms, so 
that it is accurate, consistent, and complete. In this 
design, if it is done carefully, the designer should 
consider the user’s task and capabilities (Eberts, 
1992). A way to know these user’s tasks is through 
an assessment of the usability of a multimedia 
system, for instance. The mental model is the 
model that the user forms of how the interactive 
system, this mental model guides how the user 
structures the interaction tasks (Eberts, 1992). 
In the models aimed at the first computer aided 
education systems whose contents were related to 
the teaching of computer science (basic notions, 
operative systems, text processors, calculation 
sheets, databases, etc.), of the nineties, they were 
based on a unidirectional sequential communica-
tion structure in the lessons and were bidirectional 
at the moment of carrying out the tests to overcome 
the contents of each lesson (in the case that the 
user did not pass the test, the system automati-
cally forced him/her to repeat the lesson). That 
is to say, in the technological context –hardware 
and software– from the example, influence in the 
mental and conceptual models, the design of the 
interface and communicability.

sEQUEntIAL CoMMUnICAtIon: 
UnIdIRECtIonAL And 
BIdIRECtIonAL

Regardless of the kind of support being used, the 
reception of the content in a lineal or unidirectional 
way is understood as sequential communication. 
The information is received by the receptor in the 
way of continuous segments, such as for example 
the reading in blocks of a tape from the backup of 
a server (Gray, 1996; Melis, 1996). This entails 
three operations inside sequential communication: 
(1) Recording (in digital or analogical format); 
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(2) Edition (modification of the stored data; (3) 
Execution (reproduction of the messages). These 
are functions that are to be found in video cameras, 
iPod readers, DVD readers, etc.

In the process of human communication, the 
interaction factor between who sends or receives 
the message is practically simultaneous (Marcus, 
1993; Kleinberg, 2008). In this process one tends to 
break this unidirectionality of the message, through 
the interaction among the intervening agents 
(emitters and receptors). The relationship that is 
established between the emitter and the receptor 
gives rise to the following classification:

Personal: the degree of interaction is high, • 
given the possibility of mutual feedback of 
the participants. As a rule, the direction of 
the communication is bidirectional.
Groupal: when the components of the • 
communicational process are three or 
more. The communications among their 
members generate structures of the type: 
star (bidirectional in relation to the cen-
tre), lineal or sequential (typical in the 
transmission of data without a feedback) 
and circular, which can be bidirectional or 
monodirectional.
Monodirectional: when it is not possible • 
to establish a bidirectional interaction with 

each one of the participants. Generally, the 
recipient is a crowd or a big audience.

Next an example where the several types of 
communication are described.

The communication between the members of 
the group is an important factor at the moment 
of the design and the evaluation of the interfaces 
of users, regardless of the adopted method. In the 
following graphic are depicted two structures of 
organization of the participants in the design of 
interfaces. The circles in grey colour depict the 
person of responsibility or head of the project. In 
the first is found a kind of unidirectional com-
munication from the boss to the participants in 
the project, but the low level of communication 
means that the results are not good. In contrast 
with the structure presented in a radial bidirectional 
way where exists a communication among all the 
agents of the project, very good results can be 
obtained, and in short time for the development 
of the interfaces of users for hypermedia systems, 
such as was the development of several interactive 
systems on-line and off-line.

Some of the graphics that are generated by the 
previously described forms have been transferred 
to the design of multimedia systems for the access 
to the hyperbase. Hyperbase is the denomination 
that receives the database of a system based on 

Figure 4. Communicability for cognitive model and interface design
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the principles of the hypertext (Tompa, 1989), 
whether it is for the search of stored data, or rather 
for the navigation among structure components. 
The forms of navigation are depicted in the shape 
of maps (Horn, 1989; Mitchell & McCullough, 
1995): lineal, tree, circular, symmetrical complex, 
non-symmetrical complex, etc. The hyperbases 
change and access more and more frequently the 
information shown by the websites comes from 
data stored in databases causing usability prob-
lems derived from a lack of agreement between 
the information shown and the real data stored in 
the database. The slowness of the download, the 
links not updated or the download not controlled 
by the user are other problems related to the part 
of database of the web (Berners-Lee, 1996). 
Other problems are the synchronization among 

the dynamic means, the necessity to count with 
algorithms for a quick understanding and decom-
pression of the stored information, the maximum 
speed in the transmission of the data in the net, 
improving data quality, etc. (Lee & Hsu, 2005; 
Dileep, Yeonseung & Hyksoo, 2008). These were 
the reasons for which many commercial products 
of the nineties had design flaws, when the quality 
was assessed with methodologies aimed at the 
usability of the interactive system.

WEB EVoLUtIon: dEsIGn 
And UsABILItY

The evolution in the web has allowed us to establish 
different versions, starting from the democratiza-

Figure 5. Outline of the main structures of the process of human communication

Figure 6. Types of human organization for the development of interfaces
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tion of on-line information. Put simply, in Web 1.0 
we have the static sites, whereas in Web 2.0 there 
is the social or participative factor, for instance, 
Folsonomie –social networks: Facebook, Naymz, 
LinkedIn, etc. and Wiki (user created content, i.e, 
wikipedia.org). Finally we have what is named 
Web 3.0 that consists of boosting the hyperbase by 
allowing the access to several applications which 
are not the browser, for which some suggest as 
subjects of research and development artificial 
intelligence, the semantic web, 3D (to quit the 
idea of the website and aim at tridimensionality). 
From the hardware point of view, Reed Hastings 
established the differences in regard to the speed 
of data transmission, that is, “Web 1.0 was dial-
up, 50k average bandwidth, Web 2.0 is an average 
1 megabit of bandwidth and Web 3.0 will be 10 
megabits of bandwidth all the time, which will 
be the full video Web, and that will feel like Web 
3.0” (Hastings, 2009).

This is one of the characteristics of software 
engineering. That is to say, to divide the temporal 
periods in relation to the technological evolution. 
For instance, it is so that in 1960 there was talk 
about a functional era, characterized by the ap-
pearance of technology in the institutions. In the 
seventies a wide diffusion of the development of 
the software takes place and it is the moment in 
which start to spring up in literature the notion 
of stages or cycles of the models. It is the time of 
expansion. The decade of the eighties is marked 
by the prices factor (a fall of these takes place, 
both in the hardware and in the software). This 

period of time can be named the costs period. In 
the nineties the user is the main target that must 
be satisfied, for which you have to give it tools 
and a methodology of use of easy learning and 
simple use. Usability engineering has played a very 
important role (Nielsen, 1992). Next in the Figure8 
is the scheme that marks the evolution of time in 
the different eras of software engineering:

However, one of the main goals of software 
engineering currently is to improve the quality of 
the products (Pfleeger, 2008). But from the point 
of view of design and communicability in the web, 
the concept of quality can be presented on more 
than one occasion in an ambivalent fashion. This 
is due to the fact that, as Fenton says, “quality, 
the same as the notion of beauty, is in the eyes 
of the people” (Felton, 1994, p. 200). Now, the 
1.0 is a place where power is in the user’s hands: 
the user, who is the person clicking the mouse, 
is the one who makes all the decisions. And as a 
result of the many opportunities offered and of 
the easiness of passing from one site to the other 
–it is so easy that all the world’s competence is in 
a click (Nielsen, 1990). In the times of the aegis 
of the commercial multimedia in off-line support, 
in Spain and later on with the democratization of 
Internet there were users who showed impatience 
and insistence to receive quick satisfaction from 
the interactive system. This principle of usability 
engineering named subjectively pleasing was the 
centre of several studies with users aimed at the 
feedback times of user-computer interaction. If 
they are not able to access the information of a 

Figure 7. The different ages in software engineering. In the current era quality is an implicit component 
in communicability
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website in a maximum time of one or two minutes, 
then they just think that it’s not worth losing time 
and go away. Some of the main problems of that 
time of usability and Web 1.0 may still last in 
other places of the planet where they do not have 
fast access to the Internet or the impossibility of 
moving the windows on the display. Next, some 
examples of the usability studies and the design 
of interactive systems:

Perception:•	  The same stimulus can lead to 
really different interpretations. When, for 
example, some pages are designed exactly 
as they physically are, instead of being pre-
sented in order to be understood, this cre-
ates a kind of problem related to this per-
ceptive stimulus. The same happens for the 
standard icon of the wastepaper, which is 
not fit for the countries where the wastepa-
per is more similar to a dustbin and where 
there are flies. In Thailand Microsoft had to 

emulate the presence of flies in the dustbin 
icon because because the users could not 
find it (Russo and Boor, 1993) or the dif-
ferent interpretation of colours in the world 
(Cipolla-Ficarra, 2008b).
Navigation and orientation:•	  when the user 
wonders “Where am I now?”, “How have 
I arrived here”, “How can I come back?”, 
“Where can I go?”, etc. or when the us-
ers must remember a lot of items (Wilson, 
2007). In the following website of Palma 
de Mallorca there is not only redundancy 
of functions, such as the impression of the 
contents, (homepage and in the option més 
–more) but upon opening the window for 
more options, the latter hides the area for 
video visualization, and prevents its shift-
ing. This is an example of usability error of 
the Web 1.0 with contents and functions of 
the Web 2.0:
Internationalisation:•	  To understand the 
user, as we have seen, is a key factor related 

Figure 8. The layout belongs to the Web 2.0, but contains classical usability mistakes
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with usability that we cannot solve without 
considering his/her cultural background. 
This suggests that we need to develop cul-
tural models that can be modelled in various 
ways (Fernandes, 1995; Marcus & Gould, 
2000; Chavan, et. al. 2009). On the one 
hand we have the “open” factors which 
are tangible, obvious features, of a culture 
(Nielsen & del Galdo, 1996), as for exam-
ple calendars, measure units or character 
games, and, surely, some of these factors 
incorporate “marks of the cultural history” 
(the fact that Canada, for example, shares 
the same calendar and date format as New 

Zealand gives information about its back-
ground), nevertheless, the open factors usu-
ally do not offer deep cultural penetrations 
(they are the daily conventions under which 
a society functions and must be based on 
in software). While on the other hand we 
have the “hidden” factors, which are those 
complex and “vaguely definite” aspects of 
a society, easily minsunderstood for the for-
eign ones, and, sometimes, so thin that can 
be unnoticed. The style of communication 
(verbal or not-verbal), the meanings of sym-
bols. We can note that some of the problems 
related to perception are also strictly linked 

Figure 9. Parochialism and the star enunciators prevent the accessibility to the correct on-line informa-
tion
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with the problems of internationalization. 
In the example of the Figure9, there are 
only two languages (Spanish and Catalan/
Majorcan) when it is an island whose main 
industry is tourism and in Europe an aver-
age of seven languages are necessary for 
the touristic websites (Cipolla-Ficarra & 
Cipolla-Ficarra, 2008). Besides, interna-
tionalization of each one of the design cat-
egories is essential to reach the accessibility 
for all and from the point of view of com-
municability, for instance.

ACCEssIBILItY FoR ALL

Accessibility is one of the main quality criteria 
that we have worked through during the qual-
ity metrics generation for over 15 years, in the 
multimedia/hypermedia systems in off-line sup-
port (CD-ROMs and DVDs mainly) and on-line 
(Internet and entrepreneurial/educative university 
intranets). Currently the principles that must guide 
the design of Web 1.0 are summed up in the shape 
of guidelines (Chisolm, Vanderheiden & Jacobs, 
2001), for instance. However, it is easily detectable 
that the quality criteria are absent in some digital 
newspapers and/or magazines when it comes to 
informing the readers.

In Figure10 it can be seen how rectangular 
icons have been inserted in the shape of an inverted 
comic bubble to signal geographically where in 
the Google map the news has been generated, 
with three colours and three categories: news 
(light blue), recent news (green) and the most read 
(orange). The quality attributes of the interactive 
systems is equal to zero in those cases, because 
in the map are signalled the town of Bergamo and 
the municipalities of Dalmine, Terno d’Isola and 
Seriate, except those in which the bergamesque 
textile industry has decided to suspend its workers, 
such as: Albino and Gandino in Val Seriana. This 
is also a classical example of manipulation and 
destruction of credibility in on-line information, 

due to the parochialism as defined by Saussure, and 
the star enunciators, such as those responsible for 
the newspaper and the centenary textile industry 
(there is not a control of the information, only in-
stitutional image). Therefore, that communication 
media does not ease accessibility to the correct 
information for the potential users.

Accessibility means proportioning the flexibil-
ity in order to adjust to the needs of each user and 
to their preferences and/ or limits. The possible 
users of an interactive system are different and 
in an ideal world all the user interfaces should 
adjust to these differences, so that everyone can 
use them without problems, and nobody consid-
ers himself limited while using something due to 
these personal differences. It is necessary to avoid 
designing just considering the features of specific 
groups of people, imposing unnecessary barriers 
that could be avoided simply paying more atten-
tion to their limits. Here we have other quality 
attributes that must exist in the interactive systems 
such as the empathy in the communicability for 
the potential users (Preece, 1998). From the point 
of view of navigation can be mentioned prediction 
and competence (Nielsen, 2001).

The abilities and attitudes of all the people 
are different from one another. There are groups 
of people that have some functional limits that 
prevent them from having access to facilities that 
they desire, or should have the right to access. In 
the case of access to the information through a 
keyboard, mouse, joystick, etc., there are people in 
the mentioned groups who are almost completely 
blind and/or deaf, with motor impairments that 
prevent them from moving their hands freely or 
with low levels of comprehension; in the vocal 
devices, there are those people with vocal impair-
ments. Concerning this it is important to stress 
the breakthroughs that are being carried out in 
artificial intelligence and hypermedia, especially 
in the following lines of research: robotic and 
prothetic devices (McFarland & Wolpaw, 2008), 
augmented reality interfaces (Billinghurst, Gras-
set & Looser, 2006). kinetic interactions (Parkes, 
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Poupyrev & Ishii, 2008), videogames (Cutumisu, 
2006), etc. In our case, the examples that make up 
the universe of study are accessible to all those 
who do not have some visual or motor disability. 
Therefore, we do not approach the aspects related 
to physical accessibility, leaving it as an open line 
for future research, especially in the Web 2.0 and 
the Web 3.0

The interfaces regulate the user-application 
dialogue through some proceedings that include 
the available orders, the navigation proceedings, 
etc. These elements are part of a model of task to 
be carried out, that is usually explored as a meta-

phor of the same activity carried out without the 
help of the computer. In our case we have always 
used a quality attribute known naturaless of the 
metaphor (Cipolla-Ficarra, 1997b). In order to use 
properly, the person has to understand the meta-
phors, the navigation, the system structure, etc. 
that definitely depends on the agreement between 
the “world vision” of the user and of the appli-
cation. That is to say, what we call emulation or 
simulation of reality on the screen of a traditional 
computer or in a computer device of small size 
(Cipolla-Ficarra, 1996). Besides the ageing and 
the cognitive impairments, aspects such as the use 

Figure 10. A common practice in Northern Italy, where bachelors in physics, i.e., present themselves as 
possessors of doctorate studies, that is, PhD –red rectangle
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of a different language from the mother tongue or 
the decrease of the attention to carry out another 
task simultaneously can influence the cognitive 
ability, and so it is necessary to consider this dif-
ference while designing interaction methods. In 
these cases, the best solution is to apply the quality 
criteria known as function phatic and transparency 
of meaning (Cipolla-Ficarra, 1999).

LInGUIstICs And 
CoMMUnICABILItY stUdY

The notions deriving from linguistics have made it 
possible to establish a series of quality attributes to 
avoid ambiguities at the moment of the interaction 
of the non-expert users with computers (Cipolla-
Ficarra, 1997a). Also these notions allow us to 
detect the lack of transparencies in the contents. 
These notions have been applied not only to the 
texts but also to the icons in the interfaces, in 
order to achieve more natural metaphors (Cipolla-
Ficarra, 1996). Our studies have had their origins 
in the Saussurian sign.

Without considering the methodological bino-
mial form/substance applied by Hjemslev, in this 
investigation we focused on the transparency of 

concept or saussurian meaning or hjemlslevian 
content, in order to avoid ambiguity (Nöth, 1995). 
Additionally, we will focus on the notion of pa-
rochialism as indicated by Saussure to detect the 
presence of the star enunciator and the aegis of 
the loss of credibility of on-line information, in 
the educative context.

the Language style for 
the different Channels of 
Interactive Communication

Osgood Charles maintains that every language 
includes both mandatory and variable components 
at all analysis levels: phonemic, morphemic and 
syntactic (Reardon, 1981; Aranguren, 1986). As 
for Blakenship, he suggests that we leave aside 
the notion that the style is an ornament and a 
technique, and we regard it as inextricably linked 
to the experience, the substance (Reardon, 1981; 
Dillard & Pfau, 2002). He also reminds us that the 
style is inevitably linked to the choice among the 
alternatives that the language offers. Sometimes 
these options are conscious and sometimes they are 
unconscious. But in all cases they are concerned 
with the contexts in which they are immersed. For 
instance, in the messages recorded to be listened to 

Figure 11. Authoritarism in this interface is boosted by the omnipresence of the star enunciator those 
eyes that allegedly see everything and know everything (manipulating use of statistics)
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in the iPod supports, the star enunciator, following 
the parochialism channels enunciated by Saussure, 
resorts to a soft intonation. This parochialism 
may be strengthened if from the place where the 
persuasive contents are transmitted or generated, 
they have religious names, for instance, the case 
of saints or devotes. Obviously the star enuncia-
tor in his speaker role will not respect the rules 
of interchanging speakers in the diffusion of his 
messages in the audio and/or audiovisual format 
(he/she has to be the absolute star). We can listen 
and/or see only one direction: unidirectional and 
only one style: authoritarism.

Besides, the messages in audio format in the 
Web are easy to erase, and do not leave written 
traces as happens with a text, digital or analogi-
cal (some very valued qualities by the industrial, 
commercial and educative parochialism in the 
Alps). This great advantage from the ecological 
and economical point of view (reduction of produc-

tion costs) is used in a destructive way by the star 
enunciator in the environments of parochialism as 
presented by Saussure. In the university context of 
the Italian Alps, there are star enunciators who rail 
at Canadian designers for trivial usability ques-
tions such as the screen resolution of the interface. 
However, the star enunciator forgets that those 
students who have registered for his classes must 
attend other professors’ classes or conventions in 
order to get valid opinions on the subject of the 
interfaces (see figures in annex #1). Here it is also 
necessary to point out that the collaborators of the 
star enunciators also take part in the destruction 
of on-line credibility of the information, such as 
can be the omission of the information sources 
or the thanks for the aid obtained.

These omissions are registered in the acknowl-
edgments section or the bibliography of the final 
studies in the career, which in Italy are wrongly 
called ‘thesis’. These are projects and not PhD 

Figure 12. Excellent example of communicability where there is no persuasion or manipulation of 
contents
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thesis, like those that are made to obtain a PhD. 
This is a common practice in Northern Italy, to 
manipulate reality in the Web 2.0, that is to say, 
that is, an incorrect use of the initials ‘Dr’. This 
initials belong to a PhD, in the Anglosaxon coun-
tries, doctor or lawyer in the Iberian countries 
and in Latin America, for instance. In fact, the 
correct initials in Italian are: dott. –dottore for 
the males, and dott.ssa –dottoressa for females. 
Both initials refer to those with bachelors degrees. 
Nevertheless, the Lombardian bachelors present 
themselves by faking academic reality in the 
virtual community. We find examples in maps 
with the names of the private streets in some 
Bergamasque towns (incorrect us of the initials 
“dr or Dr”) and another in the LinkedIn website 
(Figure10). Perhaps a solution in these cases of 

academic opacity would be that some university 
of the area would regal them with an honoris 
causa PhD to these bachelors in business, with 
which both examples of opacity or falseness of 
information would no longer be valid.

In contrast with audio, the transmission of 
written texts in the historical base of the net 
(Meleis, 1996). Today, Twitter is a very positive 
means for sending little messages as happened 
in the dawn of the hypertext. Such messages can 
be accompanied with a video, for instance, hence 
the importance of knowing the styles of the word 
associations made by human beings. In some way 
there is a tendency towards the minimalism of 
textual style.

In 1980 Norton developed a measurement of 
the communicator’s style to research the way in 

Figure 13. The correct design of the interactive system allows a feedback by the potential users
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which a person interacts verbally and paraverbally 
to indicate to what extent the message has to be 
received literally, interpreted, filtered or under-
stood (Reardon, 1981; Brown, 2008). In some 
way this is about setting up association patterns. 
According to the studies made by Sypher in 
1980, these works intend to seek the mechanisms 
of the receptor’s feelings with the eventual real 
world associations (Reardon, 1981; Nöth, 1995). 
Obviously, the contextual and cultural factor is 
important in the formation of these associations. 
For instance, the use of capital letters and the red 
color in the interface of texts or emails gives away 
anger and authoritarism (Zviran, Te’eni, & Gross, 
2006; Cipolla-Ficarra, 2008b)

Now, from the persuasion contexts studied in 
the past millennia, the interpersonal is the one that 
offers the best opportunities for the autonomy of 
the “I” (personal autonomy) and reciprocal persua-
sion. Personal interactions are characterized by 
the predomination or rules which are intrinsic to 
the relationship and to which each communicator 
contributes systematically. As a rule, the feedback 
opportunities are immediate and frequent when 
we compare them with those that are offered by 
the contexts of the organizations and the social 
communication media, known as conventional, 
such as the written press, radio, television, etc. 
Individuals are more prone to operate in such 
a way that they distance themselves from the 
specific role prescriptions. They realize that the 
undesirable attributes that as a result other people 
may state about them can be modified or denied 
by the addition of consequent actions that justify 

or excuse the questionable behaviour. In such a 
way that the “I” has the opportunity of serving 
as a behaviour generating mechanism. However, 
the “I” in a virtual community may be anonymous 
and therefore the behaviour rules can be broken 
more easily (Brown, 2008). This factor is very 
well-known, even by the star enunciator himself, 
who even acquires the personality, research works, 
etc. from other work colleagues.

Since personal interactions offer opportunities 
of becoming more akin to the participants’ rules, 
there is the possibility of using more confidently 
the appeals to incoherence, which are focused on 
personal rules. If in these contexts the “I” was 
not a viable mechanism generating behaviour 
options, the appeals to incoherence with regard 
to personal rules would be of very little use in the 
process of persuading the subject to change his 
behaviour. In the case of the star enunciator, the 
calls to attention on behalf of the virtual commu-
nity and even from his peers and colleagues are 
to no avail, since he allegedly finds himself in a 
position where he is above all of them. Therefore, 
the appeals to the accuracy of the construct of a 
higher order or the adequacy of particular actions 
would be more effective. Since personal rules 
have characteristic values, they are accessible in 
the interpersonal interactions, and they are not 
immersed in the predomination of the context 
which characterizes the communicative acts that 
take place in the framework of organizations or of 
social communication conventional mass media, 
the possibility that the appeal to coherence is suc-
cessful is higher. All these human factors have an 

Figure 14. A total of 60 areas of diverse interests but which in fact are keywords in the websites of the 
star enunciator. We can see redundance and others languages –English and Spanish
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influence on the democratic process of the spread 
of the Internet and in the credibility on-line of its 
contents. Fortunately, the international organiza-
tions that foster computer science, electronics, 
telecommunications, etc., have adopted state of 
the art technological systems in the choice of their 
main representatives, tending to reduce the nega-
tive aspects of the described human factors.

PERsUAsIon And VIRtUAL 
oRGAnIZAtIons

One of the breakthroughs of the Net is the possibil-
ity of voting via the Internet. The computer elec-
tronic organizations such as ACM, IEEE among 
others have pioneered the electronic vote. This is 
a task that requires consistency and quality in the 
organizations for a worldwide electoral campaign. 
In these tasks several communicative strategies 
are used and members are persuaded to cast their 
votes. With this purpose emails are sent, letters 
with the candidate listings, the voting papers in 
paper format, and their corresponding envelopes to 
be sent through the mail, etc. thus creating a kind 
of model of virtual and real socialization among 
the participants. Now in the following examples 
of the IEEE we find the utmost seriousness and 
transparency of the enunciator since he shows 
an absolute neutrality in the communicability 
towards the virtual community of the members 
of those associations.

Barret introduces the socialization model. 
The virtual communities who follow this model 
operate starting from the premise that people can 
be persuaded to assess the activities that help the 
organization to achieve its goals (Weaver & Mor-
rison, 2008). Taking some distance from Barret’s 
approach, we can interpret that this means that it 
is expected that the users give up or revise the 
personal rules which are incompatible with rules 
of the virtual community (Reardon, 1981; Aran-
guren, 1986). The ways of persuasion which are 
characteristic of this model are acquiescence and 

accommodation and to some extent stem from the 
classical structures of the working environment. 
The virtual community around Web 2.0 with such 
websites as Facebook, LinkedIn, YouTube, etc., is 
the persuader, the user is the persuaded individual. 
In some way Internet users are nowadays forced 
to leave their data on these websites in order to 
belong to the most advanced web environment. 
Let’s not forget that the star enunciator uses these 
links to gain visibility on-line through a series of 
keywords that constantly change with regard to 
the modifications made by those that he intends 
to destroy, virtually speaking. For instance, by 
inserting key words related to a subject in a city in 
the main search engines, his name will appear in 
the first positions, in the same context as those of 
the rest of the colleagues who have been research-
ing for decades, and developing the subjects that 
he is plagiarizing. Now this does not mean that 
the acquiescence or accommodation of some of 
his followers in the virtual community lack the 
power to persuade his superiors that he deserves 
to be promoted in regard to his/her interest for the 
organization or virtual community, since sooner 
or later the star enunciator will relinquish his 
false position. The problem lies in the fact that the 
destructive behaviour of on-line credibility will 
not only be boosted by his successors; in some 
corrupt university contexts it may even be boosted. 
The final goal is to take the first positions on the 
Internet, regardless of the methods and techniques 
used in the persuasion and manipulation of the 
interactive information.

The falseness of these statistic values lies in 
the access counters to the websites of the star 
enunciator, but thanks to dyacritical study it is 
possible to detect this credibility destruction tech-
nique. For instance, in the Figure11, it switches 
to an alleged daily control from the accesses of 
students, but funnily enough, the values are the 
same on two days (compare figures 05.27.2009 
and 05.29.2009). However, in the system Shiny-
Stat it can be seen that on the day 05.29.2009 it 
has had some 8, and not the 492 he shows in his 
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websites. Besides, these daily counters are steeled 
at about 23:30 hours, approximately. Obviously 
he/she has a computer program on-line to count 
fake accesses to his/her websites. Besides, in his 
role of manipulative and persuasive leader he 
fosters the destruction of credibility through the 
use of statistics and graphics among his public 
through the web. Therefore, he does not only harm 
the real function of statistics such as is offering 
accurate information of the social events in the 
Internet but also the graphical information. The 
latter is due to the fact that the graphics are also 
false since the data and the results of the formulas 
carried out in Microsoft commercial programs 
such as Excel or Access are not truthful. In the 
parochialism area this is a common situation. It 
is even feasible to find in the Internet graphics 
of yearly commercial balance sheets concerning 
industrial revenue which are false, and which for 
privacy reasons can not be inserted as example 
in the chapter. The parochialism described by 
Saussure and the lack of an international legisla-
tion find in the copyright the ideal protection to 
progress without interruption in the destruction 
of the Internet credibility. These are some of the 
typical examples of the destructive socialization 
models of veracity of on-line information.

Barret explains that the socialization model 
implies leadership, for instance (Reardon, 1981). 
The superior who lays stress on the importance 
of the organization’s goals, and calls with con-
viction to their being diligently persecuted, may 
speed up the socialization process. To the extent 
in which the superiors succeed in stimulating the 
intimate acceptance by the users of the rules of 
the virtual community, it is likely that they create 
conditions which lead to the socialization of their 
peers. Nevertheless, in the environments where 
there are precedents of a destruction of credibility, 
the used cognitive models do not lack a negative 
and/or self-destructive persuasion of the virtual 
community itself. In this case the peers may also 
persuade each other to adopt the healthy rules of 
the organization, in such a way that the socializa-

tion of the users in a virtual course, for instance, 
becomes a vertical process (student-tutor) and 
horizontal (peer-peer among colleagues, whether 
they are professors or students). This is one of 
the priorities to be accomplished once serious 
credibility anomalies are detected in the virtual 
community.

The third model that Barrett introduces goes 
beyond the unidirectional perspective of persua-
sion in the former models in order to give the users 
some participation in the making of the rules and 
goals of the virtual community (Mulholland, 1994; 
Tscheligi & Reitberger, 2007). This is the accom-
modation model. A structure or virtual community 
which adapts this model works as follows: the 
needs and motivations of the members are taken 
into account, and the organization is structured 
and works in such a way that the persecution of 
the goals of the organization will be intrinsically 
gratifying and will provide the simultaneous 
consecution of the individual’s goals, without 
resorting to star enunciators, for instance.

All the ways of communication expert an influ-
ence on who we are and who we want to be, and 
even shape it. But the ways of social communica-
tion that invade us the most are the mass-media. 
Today the classical systems of social communi-
cation have digitalized their messages, and they 
admit in most cases interactive communication. 
During the past century, these mass media have 
been the target of much criticism, both deserved 
and exaggerated. The most generalized complaint 
is that these media do not reflect our lives accu-
rately, that they debase the taste of the fruitors/
users and that they goad people into doing things 
that otherwise they would not even consider. In 
audio communication, for instance, podcasting 
or audiovisual such as digital interviews on the 
Internet, it is important to consider that each time 
that one opens his/her mouth to speak to other 
people one does not only risk a possible rejection 
of the enunciator’s message and/or the enunciator 
himself. Because of this, almost all of us lend a 
lot of attention to the image that is broadcast and 
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we shield ourselves from undesirable attributions. 
On the other hand, the digital and/or analogical 
communication means will not demand immediate 
answers in some cases, that are visible to our peers. 
The behaviour may be postponed. For instance, in 
the propaganda in an electoral campaign it may 
not generate either needs or immediate answers, 
since it requires the passing of time, following the 
initial or continuous message in time.

IntERACtIVE CoMMUnICAtIon 
MEAns: tHE EFFECts

In our case, when we speak about interactive com-
munication media, we mean the means of social 
communication also known mass-media: radio, 
television, cinema, etc., which with the passing 
of time and through the advances of computer 
science have become 100% interactive. That is 
to say, the receptor, a passive person in the com-
munication process, has acquired an active role, 
becoming a user. A large part of this phenomena is 
due to the fact that he is no longer a consumer of 

Figure 15. Total of accesses on day 492 Figure 16. Total of accesses on day 501
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contents, but rather an editor of contents, thanks 
to the Internet and the software –commercial or 
not– that he/she has available to generate his/her 
own multimedia messages. However, many of the 
theoretical concepts of persuasion of the classical 
means of social communication still apply in the 
interactive multimedia systems, since they were 
based on the persuasion exerted for the sale of 
products and services, that is to say, publicity in 
the commercial case or propaganda in the politi-
cal case. Let’s not forget that our star enunciator 

sometimes joins these two characteristics in order 
to destroy on-line credibility.

In this regard, some authors claim that the 
contents of the messages of the classical means of 
social communication do not lack virtues (Mulhol-
land, 1994; McQuail, 2005; Brown, 2008). Far from 
it, they have contributed to a long extent to our 
education. Here of course one has to differentiate 
very clearly which were the roles expected by the 
community from public means of communication 
as compared with the current laws in force in some 

Figure 17. The website ShinyStat demonstrates the falsehood of the accesses on day 05.29.2009, in 
the counter of the star enunciator there are indicated 492, whereas in the ShinyStat there are 8 (red 
rectangle)
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countries where their purpose now is to inform but 
not to train the potential audience of these means. 
Even in the case of the publicity whose mass and 
commercial persuasion have served to promote 
changes in the inhabitants’ quality of life, such as 
the switch from passive communication to active 
communication in interactive television (Light, 
2004). What is required in many cases is a greater 
responsibility on behalf of those persuaded in the 
relationships to the media. Without it, some mes-
sages from the interactive communication media 
inside the virtual communities will still enjoy a 
credibility they do not deserve. For instance, the 
classical model presented by Kelman suggests the 
use of persuasion strategies which are tantamount 
to the appeals to accuracy, pertinence, coherence 
and efficacy (Reardon, 1981; Wimmer & Dominick, 
2006). Pertinence is the word more frequently used 
in the community, but Kelman’s perspective does 
not exclude the use of accuracy, coherence and 
efficacy in the persuasive messages of the social 
communication media.

Another of the great experts of social commu-
nication is Denis McQuail, whose contributions 
still apply in the current communicability era 
(McQuail, 2002 and McQuail, 2005). He claims 
that we know enough as to explain the influence 
process that we observe in communication. We 
can access the “why” of the effects. The first 
step in this process consists in recognizing the 
difference between the effect and the influence. 
The latter is related to the intentional exercise 
of power over other people, whereas the former 
refers exclusively to the reaction or response of 
the members of the public in the social communi-
cation media, or of our virtual community in the 
case of university users, for instance. In relation 
to the main subject of persuasion, we will focus 
on the intentional exercise of power, something 
that is a main component in our star enunciator. 
Analyzing the triad “can-know-will” from the 
Greimas’s semiotic prospect (Nöth, 1995), the 
star enunciator’s “power” is annulled by the “not 
knowing how to do”, but the “will” reaches quickly 

greater power positions (visibility on-line), which 
leads it to destroy on-line credibility.

With regard to this, Denis McQuail describes 
four models of influence: information process, 
conditioning or association, functional and re-
lational (McQuail, 2002; McQuail, 2005). The 
relational model focuses on the relationship 
between emitter and receptor in the classical com-
munication media and between the designer and 
the user in the interactive multimedia systems. 
Basing ourselves on the classical television studies 
it can be explained what its effects are among both 
the “most defenceless” audience and the “most 
prepared” one (McQuail, 2002). McQuail stresses 
the role of the power in the relationship between 
emitter and receptor. He explains that although the 
concept of power has restricted applications in the 
mass communication media, since it is not possible 
to resort to material gratification, physical strength 
and other motivation factors which operate in the 
interpersonal contexts and which are not accessible 
here, its influence is not seriously lessened (in the 
case of the destruction of the on-line credibility 
we can see how the root links surrounding the star 
enunciator grow among the corrupt members of 
the virtual community that he is building around 
him). In this regard, McQuail indicates that the 
essential point concerning power is that “he who 
intends to be an influential emitter must possess 
certain relevant resources for the receptor’s needs, 
and for the influence to have effect, the receptor 
must actively cooperate “ (Brown, 2008, p. 353). 
In the first segment of this definition of power 
he mirrors the functional point of view about 
influence. This is the main reason why, the col-
laborators of the destruction of on-line credibility 
devote themselves to manipulate the counters, 
accumulators and other numerical data related 
to statistics, readings and downloads of on-line 
documents, reciprocal links between the websites 
of manipulators and persuaders, for instance. As 
we have seen, the functional theories explain the 
behaviour changes in regard to the personal needs. 
So it is that in the conventional social commu-
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nication media the emitter and the receptor have 
to cooperate so that this power relationship may 
take place. The same thing happens between the 
persuader of the interactive means and its user. 
People may reject power, and in fact sometimes 
they do. There has got to be motivation enough 
to allow cooperation.

In the perspective of the social influence as 
defined by Herbert Kelman in 1960, he claimed 
that there were three basic influence processes: 
conformity, identification and internalization 
(Reardon, 1981; Dillard & Pfau, 2002). Conformity 
takes place when a person accepts the influence of 
another person or of a group because he expects 
to get from the other a favourable answer (for 
instance, in the context of the virtual community, 
these are stars in the websites of LinkedIn, scores 
in Naymz, etc). Identification takes place when an 
individual assumes a certain behaviour with the 
purpose of taking part in a relationship, that is to 
say, it is a means of negotiation used in interpersonal 
communication. The ways are four: invocation, 
ingratiation, the creation of shared experiences and 
communication as a goal (Reardon, 1981, Dillard & 
Pfau, 2002). He describes them as means through 
which the coordinated handling of meaning is 

achieved. Pierce and Kelman agree that the indi-
vidual participates in a role relation with another 
person, not necessarily because he/she believes in 
the contents of that role in particular, but because 
he/she wants to meet the other’s expectations 
(Aranguren, 1986; Brown, 2008). This guarantees 
the continuity of his relation to another person or 
group. But in contrast to conformity, identification 
entails the public acceptance of the role as well as 
its intimate acceptance. Therefore, a pupil of the star 
enunciator participates in the destruction of cred-
ibility process because he identifies himself with 
the star enunciator and will surpass him sooner or 
later. Consequently, we are in the face of a process 
of exponential growth in the destruction of on-line 
credibility. Sooner or later, the virtual communi-
ties totally lack credibility, even the written texts. 
With regard to this there are already authors who 
claim that the veracity of images is dead, thanks 
to the commercial self-edition programs, which 
are internationally distributed, such as Photoshop, 
CorelDraw, etc. or free software: PhotoPlus, 
DrawPlus, Serif DrawPlus, for example. That 
is why there was an appeal for the return to the 
written text in the hypermedia/interactive systems 
(Debray, 1995).

Figure 18. Meteoric university studies, multilayered and with scarce credibility in the obtained degree
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Kelman’s model is a relational influence model 
and apparently it doesn’t seem to be aimed at power 
(Wimmer & Dominick, 2006). However, the defi-
nition of power that McQuail gives, as possessor 
of relevant resources for the receptor, is implicit 
in his model. It is the persuader’s task to convince 
the persuaded person that a product/service or a 
behavior will meet the needs of social approval, the 
anchoring in the social relationships, or the coher-
ence with the values (the greater is the destruction 
of on-line credibility by the collaborators of the 
star enunciator the higher will be the likelihood of 
profiting from it). In this sense, it may be said that 
there exists a power relationship between persuader 
and persuaded person. The virtual communities and 
the mass communication media create this kind of 
relationship with their users or public, according 
to the case. For instance, advertising provides the 
receptor with the information that facilitates social 
acceptance. The contents of the on-line multimedia 
systems may teach people how to play roles that may 
allow them to establish satisfactory relationships 
with other people. The contents of the dynamic 
and static means may teach people not only what 
to value, but also when and how to shift these 
values to make them coherent with the values of 
other significants.

Here it is necessary that the diacritical analysis 
considers some applications of Web 2.0 which tear 
apart the veracity between the significant and the 
signification of the contents. For instance, those 
who present themselves in the virtual community 
with a curriculum vitae or university resume, 
multilayered and with a meteoric speed in ac-
cumulating diplomas in Southern Europe, as can 
be seen in the Figure19, or also those who out of 
sheer working experience promote themselves as 
engineers or researchers inside the virtual com-
munity (Figure19).

Dorwin Cartwright introduced an outlook on 
mass persuasion, that like that of Kelman’s focuses 
on the previous conditions and the effects wanted 
as they are perceived by the persuaded person 
(Reardon, 1981 and Brown, 2008). Cartwright’s 
focus represents one of the few attempts at un-
derstanding what happens from the psychological 
point of view when somebody tries to influence 
the behavior of another person: why the effect. 
Obviously, a very important aspect from the point 
of view of the creation of the cognitive models and 
their perception by the users. Cartwright suggests 
that the influence demands a chain of processes 
which are at the same time complex and inter-
related, but which in broad terms may be char-

Figure 19. False academic researcher (A) and degree in engineering (B) without having carried out 
university studies
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acterized by: (1) Creating a determined cognitive 
structure, (2) Creating a determined motivational 
structure, and (3) Creating a determined cognitive 
structure –action– (Reardon, 1981; Brown, 2008). 
These processes are comparable to the previous 
conditions, the desired effects and the repertoire 
of behaviours of the model of rules studied in the 
persuasion context.

According to Cartwright, personal needs 
supply energy for behavior and contribute to the 
setting of goals in the person’s cognitive structure. 
The individual achieves these goals by choosing 
adequately from his behavior repertoire. An in-
stance of this are the inexpert users in the use of 
interactive systems when handling videogames 
(Cipolla-Ficarra, 2007). So that the role of the tra-
ditional mass media communication and Internet 
becomes that of modifying and creating needs as 
well as promoting the means through which it is 
possible to have access to these goals.

It can be taken from these general observa-
tions about the nature of human relationships that 
the efforts to exert influence on the behavior of 
another person must be aimed either at modifying 
the needs (and the goals) or to change a person’s 
motivational structure as to what activities lead 
to what ends. This means that a person may be 
induced to do willingly something that otherwise 
he/she wouldn’t have done except that it was pos-
sible to establish a need for which this deed would 
constitute a goal, or that the deed could be carried 
out to be conceived as a way to an existing goal 
(Reardon, 1981; Wimmer & Dominick, 2006). 
Oddly enough, at the time when these statements 
were made, little was known about the setting of 

needs, but it seems unlikely that a mere campaign 
through the mass communication media has real 
chances of creating new needs. Today the on-line 
or off-line interactive communication media and 
the momentum of E-commerce create in a simple 
way new needs among the young, especially in the 
case of the consumption of last generation techno-
logical goods. Obviously, the virtual communities 
have generated the need for a bigger visibility, 
and especially the websites of the kind: Google, 
MSN, Yahoo, etc. indicate that many people define 
themselves as simple commercial objects. It is not 
for nothing that we can find university profes-
sors in Mallorca in whose personal website you 
find information about their studies, interviews, 
seminars, lectures, publications, travels, hobbies, 
etc. and a shop –tienda dedicated to the sale of 
T-shirts, slippers, etc. (see Figure20).

In these websites academic credibility is equal 
to zero excepting the obtained diplomas. Neverthe-
less, if you analyze them, probably it has been a 
meteoric career, by resorting to all the persuasion 
and information manipulation resources. In this 
case, the star enunciator is a kind of showman of 
commercial and academic achievements.

Through the diacritical analysis of the analyzed 
websites it can be seen that the final goal of every 
star enunciator and his/her collaborators (or future 
star enunciators) is to reach the traditional means 
of communication, regardless of the analogical 
or digital support, without relinquishing their 
constant influence on the virtual community that 
follows them, through the Web 2.0 socialization 
systems. Once this level is overcome, he/she will 
also experiment in the Web 3.0, especially in the 

Figure 20. The star enunciator mistakes academic reality for the commercial and self-publicity one
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tridimensional environments, since his behaviour 
is similar to the infinite semiosis as stated by 
Pierce. Those readers who want to go deeper into 
other aspects of the psychological profile and of 
the cognitive models in the design of interactive 
systems related to the star enunciator or dynamic 
persuasion can check the following bibliography 
(Cipolla-Ficarra, 2009; Cipolla-Ficarra, Vivas & 
Romo, 2009). The manipulation of statistics and 
the destruction of the credibility of the information 
in the virtual community are some of the keys to 
reach those goals.

FUtURE REsEARCH dIRECtIons

One of the main problems we are facing nowadays 
in the diacritical studies is the volatility of on-line 
information by the star enunciators. That is to say, 
that the parochialism described by Saussure is not 
only hidden or the information in the Internet ma-
nipulated, but additionally they devote themselves 
constantly to change the contents in order not to 
be detected. Therefore, it is necessary to imple-
ment a democratic control system of the quality of 
information in the websites belonging to the Web 
2.0 generation, Web 3.0 and all those that will be 
created in the future. Besides, an internationally 
accepted icon may serve the potential users to 
differentiate those websites where all the stored 
and accessible on-line information is transparent. 
This icon should be governed democratically by 
some institution or international association of 
software and/or informatics in order to avoid the 
umpteenth case of parochialism. Some constant 
control mechanism could be established and in 
the case of detection of falseness of the on-line 
information automatically the transparency icon of 
the information may be removed, without previ-
ous notice to the star enunciators. Simultaneously, 
from the legal point of view of on-line information, 
an international agency can be created where are 
listed those websites that constantly destroy the 
credibility and veracity of the information. Lastly 

it is necessary to create international legislation 
which leaves without effect the copyrights of those 
contents in the websites which boost persuasion 
and manipulation of information. The final goal 
should be a complete listing or guidelines with 
examples of those public or private institutions 
dedicated to damaging the quality of software in 
the on-line and off-line interactive systems.

ConCLUsIon

The parochialism, star enunciators and collabo-
rators cannot distinguish between freedom and 
licentiousness. This is a serious problem for ac-
cessibility for all and free information on-line in 
the coming decades.

The current diacritical study in the design 
of on-line interactive systems has made it plain 
that the communicability is non-existent in those 
regions where parochialism is a daily practice. 
Moreover, 75% of the credibility problems of 
on-line information in Southern Europe is to 
be found in full swing in the mountain regions. 
Nowadays this phenomenon is camouflaged in 
the proliferation of the social networks. The users 
of the Internet have not only lost their bearings 
in those social networks –as a result of the high 
number that currently exist– but on top of that they 
are manipulated directly and indirectly by the star 
enunciators. The real problem is the spread of the 
destruction of the credibility of the information in 
the university environment. The members of the 
industrial and entrepreneurial sector also foster 
that decay as it has been seen in the shown ex-
amples. These examples depict an analysis carried 
out during the last 15 years, creating, testing and 
perfecting quality metrics aimed at the credibility 
of the software (a work that has not counted on 
any public or private subsidy in order to main-
tain the total neutrality of the obtained results). 
These metrics depict the intersection of software 
engineering and systems, usability engineering, 
human-computer interaction, statistics, linguistics, 
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semiotics, among other communication-aimed 
social sciences disciplines.

In the case of statistics, it has been seen how 
the star enunciators make excessive use of them 
in the websites but falsifying on-line information, 
in both the figures and graphics format. Descrip-
tive statistics have been of the greatest help for 
the development of techniques and heuristic 
evaluation means in our case. It has also been 
verified how the essential notions of statistics are 
applied in the social sciences, especially those 
that collect and interpret the data gathered in the 
interaction with the users of interactive systems 
such as are interviews, questionnaires, remarks, 
etc. Many of these techniques have been adapted 
in usability engineering, in the early years of the 
nineties. Therefore, there is a continuous updat-
ing and adaptation of the knowledge among the 
sciences aimed at communicability. Therefore, the 
veracity of the information in a statistic format 
may not be 100% reliable in the Internet, even in 
the websites of public entities: universities, city 
councils, hospitals, schools, etc.

The traditional communication means in digital 
support have also been losing veracity in their 
contents, as compared with the analogical means 
of the last 25 years. However, the studies in the 
social sciences aimed at the mass or social com-
munication media that have been carried out in 
the last decades and the main theoretical notions 
can be updated and adapted to the current com-
municability era. The goal is to have an excellent 
quality of the software in the on-line and off-line 
interactive systems in the next years. Obviously, 
these are tasks fitted for the communicability 
professionals.
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KEY tERMs And dEFInItIons

Credibility: Are the objective and subjec-
tive components which define the ability to be 
believed of a source or a message. In the design 
of interactive systems it is basically related to the 
categories of the content and presentation, that is 
to say, the way of presenting the information in 
the user’s interface.

Descriptive Statistics: These are part of 
mathematical statistics and serve for the numerical 
description of sets, being particularly useful when 
these possess many elements, evaluating math-
ematically and analyzing the collective depicted 
by the set without trying to obtain more general-
ized conclusions, which is the goal of statistical 
inference. That is to say, in each case some given 
characters of one or different collectives are go-
ing to be described and the relationships existing 
among them.

Diacritical: This is an adjective that refers 
to a diacritic sign, that is, a graphical sign that 
confers the written signs (not necessarily letters) 

a special value. It is a term that derives from the 
Greek –diakritikós, distinguishing.

Manipulation: From the psychological 
perspective and in the context of the interactive 
systems it is the behavior which goes against 
certain principles and ethical rules which lead 
the users of interactive systems to perform deeds 
which go against their will. In transparent com-
munication this should be either absent or in its 
minimum levels.

Parochialism: This is a term stemming from 
the Alpine saussirian linguistics and serves to 
indicate those pressure groups which are made up 
by star enunciators and their collaborators. Today 
they have as a priority the destruction of credibility 
in the hypermedia and interactive information in 
the Internet, with the purpose of their personal 
and/or institutional image to the detriment of the 
rest of the virtual community.

Persuasion: It is an activity of demonstrating 
and trying to modify the behavior of at least one 
person through symbolic interaction. It entails 
an active means of influence which tries to lead 
the potential users towards the adoption of an at-
titude, an idea or a behavior through rational or 
emotive measures.

Virtual Community: Users who continuously 
participate in chats, videoconferences, etc. in the 
Internet or the Intranet with the purpose of estab-
lishing bidirectional interactive communication 
links among them.
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MotIVAtIons

After several years of teaching an Artificial Intelli-
gence (AI) course, we have detected some problems 
in the teaching/learning methodology used. First 
of all, students know how to do programming in 
different languages and have different program-
ming skills. Second, there is a short period of time 
to solve the practical work to pass the course and 
pitfalls in it can result in a low score, sometimes 

even in the student re-doing it. Third, the practical 
work needed for course approval, in order to be 
useful, must involve the development of an agent, 
its strategy to solve problems and the environment 
where the agent acts. Finally, evaluation of this 
practical work takes a lot of time, and at the same 
time it is difficult to qualify the student because of 
the variety of presented designs, the need to inspect 
the code and the different programming levels.

The most common mistakes committed by stu-
dents are: (i) not separated responsibilities between 

ABstRACt

In Artificial Intelligence courses, the development of intelligent agents is a common practical work. 
However, it is a programming extensive and consumed time practice that much of the time the student 
cannot solve in full and in time. In this work the authors present FAIA, a framework to develop intelligent 
agents giving a partially design solution. With FAIA the teacher and student will have benefits. On the 
one hand, it helps to guide in the correct design and learning process. On the other hand, it helps in the 
teaching and evaluation process.
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agents and the environment, (ii) incorrect object-
oriented design, (iii) lack of graphical represen-
tation for the results (i.e the solution of a search 
tree when the agent uses a search algorithm as a 
decision mechanism) and (iv) delay in the due 
date. Some of those mistakes are hard to eliminate, 
such as (i) and (ii), while (iii) takes lot of time, 
resulting in more delay in the work delivery.

In order to solve the mentioned problem we 
have designed a framework for AI agents (FAIA) 
that can be used by students for the practical 
work development, which pursues the following 
objectives:

to provide a framework that can be instanti-• 
ated in order to develop, in a easy and quick-
ly way, an agent and its environment;
to provide well defined agent and environ-• 
ment (or simulator) interfaces, where each 
interface properly describes the respective 
responsibilities;
to provide well-defined interactions be-• 
tween an agent and its environment;
to provide a well-designed and easy-to-un-• 
derstand architecture for intelligent agents 
development, such as a problem solving 
agent or a knowledge based agent;
to allow modular agent development;• 
to provide a guide in the agent knowledge • 
base development;
to provide the basic strategies for search, • 
such as depth search, breadth search, best-
first search, among others;
to provide a simple graphical representa-• 
tion of a search tree;
to provide teachers with a useful tool for • 
fair evaluation of several possible solu-
tions to a given practical problem.

ContRIBUtIons

During the last two years we have been working 
on the development of FAIA, with the objective 

in mind to offer a tool that could help students in 
the development of agents as well as professors 
in the evaluation of these agents.

FAIA was developed as a practical framework 
(Fayad & Johnson, 1999)(Johnson & Foote, 1988) 
that encloses the most important concepts of intel-
ligent agents according to the traditional AI book 
of Russell & Norvig (2003). On the one hand, the 
provided partial design of an agent avoids pitfalls 
in the development of the practical work, and at 
the same time it is a kind of guide to students that 
directs the agent development in the correct way. 
On the other hand, the framework helps profes-
sors in the evaluation process, due to the fact that 
the object-oriented design is identical in all the 
solutions and they have to inspect if the interfaces 
are well implemented.

FAIA has been used during the first semester 
of 2008 in the AI course developed at Universidad 
Tecnológica Nacional - Regional Santa Fe - Argen-
tina (UTN-FRSF)1, with successful results. While 
learning the framework requires extra time in the 
development of the practical work, its use reduces 
mistakes and necessary revisions, at the same time 
helping students: (i) to design the software solu-
tion, (ii) to select the strategy to be used, (iii) to 
understand the modular composition of an agent, 
(iv) to understand the interaction between agents 
and environment, (v) to finish the practical work 
on due time and in full, and finally (vi) to show 
the results in a suitable graphical way.

FAIA also helps professors: (a) to evaluate the 
results, (b) to base the evaluation on homogenous 
solution-design, (c) to evaluate the students in 
more complex problem cases and (d) to correct 
the practical work quickly. This framework is an 
important tool in the learning/teaching process for 
novice students who are learning about agents. 
It is a bridge from theoretical concepts to imple-
mentation design that makes it easier to pass from 
theory to the implementation in a programming 
language.
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oRGAnIZAtIon

This chapter is organized as follows. First, back-
ground and the relation between AI and games 
are presented, showing a review of the state-of-
the-art and a comparison of FAIA with existing 
approaches. After that, the framework architecture 
is shown in detail, its components and the concepts 
involved in its design. Then, examples of FAIA 
instantiation with an agent that solves a search 
problem and an agent that uses situation calculus 
to decide its movements are explained and exem-
plified with real problems in detail. Finally, the 
conclusions and future work can be found.

BACKGRoUnd

Nowadays, teaching artificial intelligence in 
system engineering programs is a required sub-
ject. Undergraduate courses of AI cover a wide 
diversity of topics such as solving problems, 
knowledge representation, inference systems, 
agents, and others. The goals are analyzing the 
concept of intelligence in computer and studying 
the available techniques to implement intelligent 
behavior in machines. In order to reach these goals, 
the instructors propose problems that must be 
solved using intelligent agents that apply differ-
ent problem-solving techniques, such as search, 
planning or situational calculus in order to decide 
what action to take.

The problems are presented to the students 
as programming projects, with the objective of 
evaluating the different course topics (the AI tech-
niques). In order to develop the agents, students 
not only need knowledge about agents and their 
strategies but also good programming abilities are 
required. It is very common, however, that students 
know how to program in different languages and 
have different levels of programming skills. This 
is a problem when it is necessary to evaluate 
them. The instructor’s and student’s tasks can be 
simplified if all of the agents are developed using 

a framework that provides a basic object-oriented 
design for agent development and the environ-
ment where it has to act. In this work we present 
FAIA, a framework that, on the one hand, helps 
students to develop an agent and its environment 
in an easy way, and on the other hand, it helps 
the teachers to evaluate student’s results using a 
homogeneous design.

The AI course at UTN-FRSF is dictated in the 
senior year of an engineering degree in computer 
science. Different authors propose different defi-
nitions regarding what is an agent (Maes, 1995; 
Wooldridge, 2002). In this course, an agent is 
defined based on the main concepts of intelligent 
agents proposed by Russell & Norvig (2003) 
in their traditional AI book, where an agent is 
everything that can be considered perceiving its 
environment through sensors and responding or 
acting upon the environment through actuators.

An agent perceives its environment through 
sensors that let it know the universe or environment 
where it works, to decide what action to take, which 
will be executed by the actuators, changing the 
environment. The world in which the agent oper-
ates is an important element in its design, since it 
represents the problematic situation the agent must 
solve. The sensors are implemented in hardware 
when it is embedded in a physical environment 
(for example a video camera or temperature sen-
sors) or it is simulated by software. The sensors 
output is a perception (for example an image or 
a temperature map), that is to say, information 
that the agent is interested in for carrying out its 
mission. On the other hand, the agent executes 
its actions on the environment, changing it. The 
agent designer has to define what those actions 
are and which effects they must have.

The work of the AI is to design the agent 
program. This is a function that implements the 
relationship between the agent’s internal state and 
the perceptions and actions. It is assumed that 
this program will run on any computing device. 
Possible architectures for the agent program are 
really software architectures for decision-making 
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systems that are embedded in an environment. Not 
all agents are equal and the designer must select 
the most suitable architecture according to their 
design goals. The different agent architectures 
seen in class are: (i) simple reactive agent, (ii) 
reactive model-based agent, (iii) objective-based 
agent (iv) utility-based agent, and finally (v) agent 
that learns (Russell & Norvig, 2003).

According to this definition, the class instruc-
tors propose a programming project that consists 
in developing a software agent that must act 
(interact) in a certain environment (receiving 
perceptions and executing actions) in order to 
achieve its design goal. The agent must implement 
different problem-solving strategies according to 
the problems to be solved, or even for solutions 
comparison among several strategies. This way, it 
is necessary to develop an agent that can use search 
for action selection, while another agent may use 
situation calculus to solve the same problem. It 
should also be possible for the search-agent to 
change the search strategy dynamically according 
to the problem characteristics, in order to compare 
among different search strategies.

Moreover, it is desirable to be able to compare 
the performance of the two agents. This project 
requires time and high programming skills, be-
cause it consists not only in designing and imple-
menting the agent with different decision-making 
strategies, but also in developing the environment 
simulator. The problem that arises in this context 
is that students do not have enough time to meet 
the goal. One of the causes is that they are learning 
what an agent is at the same time that they must 
implement it and, sometimes, poor understanding 
of the concepts requires the students to constantly 
re-build their solutions.

The framework that we propose in this work, 
FAIA, provides the necessary tools to solve the 
programming project with the desired charac-
teristics. It has been developed using software 
development techniques. It guides the students in 
the design of an agent because it proposes a basic 
object-oriented structure that defines different 

types of agents, their decision-making strategies 
and the environment simulator. Students must 
instantiate the proposed abstract classes accord-
ing to the problem-solving technique they want 
to implement. In this way, mistakes in the design 
can be reduced and revisions are diminished. As 
a consequence, students can develop in time and 
in full the project proposed by instructors.

Artificial Intelligence and Games

There is an important relationship between AI 
and games. Historically, games such as chess, 
backgammon, checkers, poker, and more recently 
Go, have provided challenge problems for AI 
researchers. It seems especially fitting then, to 
use games to teach students about aspects of intel-
ligence and how it may be artificially simulated. 
The use of AI in games presents an opportunity for 
AI educators to motivate students to learn about AI 
technologies. They also introduce students to an 
important application area by designing learning 
experiences around the use of AI in these kinds 
of games (Hingston et al., 2006).

There have been reported in literature several 
examples of AI teaching with games. In (Chiang, 
2007) a traditional maze game has been adapted 
to provide student learning motivation for case-
based reasoning AI technique learning. In (Kim, 
2006) a virtual agent platform is presented for 
teaching agent systems design through a tourna-
ment game. This work aims at teaching agents in 
the first year of a computer science career and, 
similarly to this approach (Pantic et al., 2005), 
the authors use this tool as part of a formal course 
and for students’ evaluation.

This chapter describes a flexible method for 
teaching introductory artificial intelligence tech-
niques using a novel, Java -implemented, simple 
agent framework developed specifically for the 
purposes of this course (Roa et al., 2008). Although 
numerous agent frameworks have been proposed 
in the vast body of literature, none of these avail-
able frameworks proved to be simple enough and 
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specifically oriented to teaching, and most of them 
are for multi-agents simulation. Hence, the authors 
set out to create a novel framework that would be 
suitable for the aims of the course, for the level of 
computing skills of the intended group of students, 
and for the size of this group of students. The 
content of the mentioned introductory AI course 
is a set of assignments that require the students to 
use intelligent agents and other AI techniques to 
play some toy-problems based on popular games 
(see application examples section)

In the case of the proposed framework FAIA, 
students develop programs for their controllers, 
implement the AI program and simultaneously 
view a result. Thus students can see and experi-
ence the results of their program on two levels: 
the programming in action and operationally as 
a finished product in the game. Students can then 
make changes to their original program based 
on observations of the result. They are engaged 
with the learning materials and in charge of the 
learning process. This learning-by-doing reflects 
real-world situations where products are created, 
tested, evaluated and improved (Hingston et al., 
2006).

There are similar projects that offer strategies 
and data structures coded in Java, but they are not 
intended to be a guide to assist the student in the 
design of the agent but to facilitate implementation, 
offering reusable code. Instead, FAIA offers an 
integrated object-oriented design in Java. There are 
free-use available frameworks that allow the devel-
opment of agents, such as Jade (Bellefemine et al., 
2006), IBM Aglets (Aridor, 1998) and Zeus (Collis 
et al., 2000), but they are not oriented to students 
who are learning how to develop agents, instead, 
their target are experienced developers. Moreover, 
Jade is oriented to develop multiagent systems, 
Aglets is oriented to develop mobile-agents and 
Zeus is oriented to develop reactive-agents that 
use rules and messages. All of these specific 
characteristics add complexity at the moment of 
a single agent definition. Other examples that can 
be named are2: Agent Factory, AMETAS, Bee-

gent, Cougaar, DECAF, Grasshopper, Hive, Jack, 
JAFMAS, Kaariboga, LIME, Madkit, NOMADS, 
OpenCybele, SeMoA, Tryllian, Voyager, CI Agent 
(Bigus & Bigus, 2001), FIPA-OS3, Pathwalker4, 
Tagent5 and SAF (Pantic et al., 2006).

However, none of the available Java -based 
agent frameworks is simple enough to be used 
by undergraduate students and almost all of 
them have the following drawbacks: they are 
not oriented towards teaching, they lack readable 
documentation and good examples, if provided, 
they demand a time-consuming consultation of 
the documentation and finally they are not flex-
ible enough to provide tools for different kinds 
of agents definition, that may move in different 
kinds of environments or worlds.

FAIA: FRAMEWoRK FoR 
IntELLIGEnt AI AGEnts

The FAIA framework realizes an agent general 
abstraction. The basic concept that has been rep-
resented in the proposed framework is the fact that 
an agent interacts with an environment through 
two relations: perception, which the environment 
gives to the agent in order to show some of its 
aspects; and action, which the agent executes on 
the environment in order to change it. Then, as it 
is well known, an agent has an internal state that 
typifies its knowledge about the environment, a 
decision engine that allows the agent to take an 
action in a given situation, and a set of actions 
that represents the procedures that the agent can 
perform. The environment is a model of a real 
world, which has a state that represents relevant 
information about the world and the behavior 
that represents the environment simulator able 
of interpreting the agent actions. Based on these 
definitions, the FAIA architecture shown in figure 
1 has been proposed.

This architecture has to be useful in order to 
develop the different type of agents taught in 
the AI course. The state representation and the 
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mechanism to take the decision must be flexible 
enough to change the decision engine and the state 
representation without altering the interaction 
with the environment. Consequently, for a given 
example, it is possible to reuse the simulation 
environment with different agent definitions, 
thanks to the properly defined interface between 
environment and agent.

As regards agent state, it has been considered 
that it can be represented through different data 
structures such as lists, arrays, a matrix, vectors, 
a stack, graphs, pairs and queues, among others. 
In this first release of the framework, the decision 
engine can use one of two strategies: search and 
situation calculus inference (other strategies would 
be added to the framework as future work). The 
use of the first strategy for decision making gives 
as a result a search-based Agent, a type of agents 
known as Problem-solving agents because the 
search strategy uses the Problem concept. The use 
of the second strategy for deciding gives as a result 
a knowledge-based Agent. Both kinds of agents 
are in the category of goal-based Agents.

The FAIA architecture has three main compo-
nents: Environment simulator, Agent and State. 
The first component, Environment simulator, 
represents the model of the real world and its 
behavior, that is to say, the world model and 
the simulator that mimics it. Then, the Agent 
component represents the agent with its decision 
engine and its actions. The relations between these 
components are: perception that the environment 
gives to the agent representing the things that the 
agent can see in the environment; and action that 
the agent performs on the environment to alter its 
state. Both components have a state. The state 
component contains the different possible data 
structures needed to represent an internal version 
of the real world and the agent internal state too. 
This architecture has been implemented with the 
class diagram shown in figure 2. The clear sepa-
ration between agent and environment simulator 
avoids one of the most common mistakes that 
students make: to mix agent state with environ-
ment state, giving as a result a decision making 
process based on the environment information 

Figure 1. FAIA architecture
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instead of the internal agent knowledge about the 
environment. FAIA is a guide for students, who are 
implementing their first agent. FAIA provides an 
agent object-oriented design that students have to 
understand and extend according to give a solution 
for the proposed problem.

On the one hand, in order to solve a problem 
using a goal-based agent, students must define: 
(i) state as a data structure, (ii) actions as meth-
ods that the agent can execute on its state and the 
environment can interpret in the correct way; (iii) 
goal, as a set of desired states; and (iv) strategy: 
representing one of the search strategies taught 
in class (breadth-first, depth-first, greedy search, 
A*, among others). In this case, the agent decision 
process implies the development of a search tree 
that represents the reasoning mechanism. FAIA 
provides a tree object-oriented design and its 
representation in pdf format. Students only need 
to define the search operators, the search goal, the 
search state and the search initial state properly. 
FAIA provides the general search algorithm and 
some basic implementations of uninformed strate-
gies (such as depth-first). Other algorithms should 
be programmed by the students (for example for 

informed strategies or more efficient algorithm 
for uninformed search).

On the other hand, to solve a problem using a 
knowledge-based agent, students must define: (i) a 
knowledge base (KB) as a set of logical sentences 
that represent the agent state; (ii) diagnostic rules 
to infer knowledge about the environment accord-
ing to perceptions; (iii) causal rules represented 
by logical rules to infer knowledge about future 
perceptions or hidden world properties based on 
the actual state; (iv) actions, as logical sentences 
that modify the agent state; (v) successor state 
axioms that define the next state given that an action 
has occurred; and finally an (vi) action ranking, 
representing which actions are better than others 
to be performed in a given situation.

In other words, FAIA allows students to define 
an agent, and permits changing the agent decision 
engine in order to act in the same environment 
but with different strategy decision making. FAIA 
makes it easy to play with agents and to analyze 
which would be the best problem solving strategy 
for a given problem. It avoids the loss of informa-
tion, and time-consuming revisions, minimizing 
the effort needed to build intelligent agents.

Figure 2. Class diagram of the FAIA framework
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The next two sections describe how an agent 
and its environment can be instantiated in the 
proposed FAIA framework.

How to develop an Agent

In order to define an agent with the FAIA frame-
work, it is necessary to determine which type of 
agent it should be. In other words, FAIA allows 
students to define an agent, and permits chang-
ing the agent decision engine in order to act in 
the same environment but with different strategy 
decision making. FAIA makes it easy to play with 
agents and to analyze which would be best problem 
solving strategy for a given problem [duplicate 
sentence s.a.]. It avoids the loss of information, 
and time-consuming revisions, minimizing the 
effort needed to build intelligent agents. [duplicate 
sentence, s.a.]. Based on this decision, an instance 
of SearchBasedAgent or SituationCalculusBased-
Agent should be created, both subclasses of the 
GoalBasedAgent class. After that, the state, ac-
tions, perceptions and the decision engine must 
be defined according to the selected agent type. 
Figure 3 shows a partial view of the FAIA class 
diagram, with the focus on the agent definition. 
The hierarchy on the left shows the type of agent. 
Agent is specialized in GoalBasedAgent repre-
senting an agent that defines a goal to guide its 
actions. This type of agent is specialized in two 
subtypes: SearchBasedAgent and SituationCal-
culusBasedAgent. On the right of the figure the 
classes related with the agent definition are as-
sociated with Agent and GoalBasedAgent classes. 
Then, Perception, Action, Solve and AgentState 
represent the perception, the action, the decision 
engine and the state of the agent that are necessary 
in order to create an Agent.

The Solve class represents the decision engine, 
that it to say, the method used to select the ac-
tion in a given situation. As we have previously 
mentioned, it is possible to use search or situa-
tion calculus as decision strategy. The State and 
Action definitions involve the representation of 

the agent world and the possible actions that the 
agent can perform on it.

The proposed approach to generate an agent 
using the framework allows students to identify 
each part of an agent and represent it in a different 
module. For instance, when students have to define 
Action, they must concentrate their attention on 
which actions the agent can execute and in which 
way these actions affect the internal representation 
of the agent world. The agent appears split into 
smaller units, giving as a result two important facts: 
on the one hand, each unit is easier to solve and 
define than the whole agent; on the other hand, 
each unit is related to one another and students 
can understand how each part works together in 
order to realize the desired agent behavior. The 
proposed class design allows students to under-
stand the different possible ways of representing 
the state, the action, the perception and the engine 
according to the agent type. Students can abstract 
the agent representation without taking into ac-
count the environment implementation, the only 
thing that they must consider, is the perception, 
which represents the part of the environment that 
the agent can see.

When a search-based agent is selected to 
instantiate, it is necessary to: (i) define the search 
problem, (ii) define the goal and (iii) select the 
search strategy. As defined in Russell & Norvig 
(2003): a search problem consists of a goal-test, a 
state and a set of operation which can be executed 
on the state. Therefore, in FAIA, it is possible 
to represent a problem following the definition 
given above. FAIA provides a set of algorithms 
implementing the most popular search strategies: 
Depth first search, Breadth first search, Uniform 
cost search, greedy search and A*. Figure 4 shows 
the class diagram that involves the search-based 
agent definition. In the figure, the class Search 
has a Strategy associated, which is in term 
specialized in different strategies. This design 
realizes the Strategy design pattern (Gamma & 
Vlissides, 1995; Pree, 1996) that defines a family 
of algorithms. Its design lets the algorithm vary 
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independently from the client that uses it. Con-
sequently, it makes it easy to change the strategy 
with which to perform a search.

The NTree class depicts the tree search and 
shows the steps followed by the agent in order 
to decide which action to perform. This tree has 
a graphical representation in a .PDF file that can 
be used by students to control the proper func-
tioning of their solution and by teachers in order 

to check the practical work and detect possible 
implementation mistakes.

How to develop the Environment

Once the agent has been defined, the environment 
and its simulation must be also defined. The Envi-
ronment has a state associated that represents the 
model of the real world. The Simulator represents 

Figure 3. Class diagram of the Agent point of view

Figure 4. Class diagram of search strategies
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the behaviour of the environment and emulates 
the way that an agent acts on it. Simulator imple-
ments the simulation cycle where the agent gets 
the perception, decides an action, executes the 
action on the environment and repeats the cycle 
until the agent meets its goal.

The representation of the environment and its 
simulator is separated from the agent representa-
tion. The state of the environment represents the 
world where the agent acts. But it is important to 
differentiate this state from the agent state. The 
agent does not necessarily know the whole world, 
but only a part of it through its perceptions. The 

FAIA framework highlights this difference.
Figure 5(a) shows the class diagram focus on 

Environment representation, and figure 5(b) shows 
the interaction between Agent and Simulator. 
The Simulator class is in charge of creating the 
perception. In this case, there must be a consis-
tence representation between Environment State 
and agent State. The perception shows a part of 
the environment. The agent must be capable of 
selecting an action within it, which the simulator 
must interpret and perform the changes on the 
corresponding environment state.

Figure 5. (a) Environment class diagram (b) Environment- Agent interaction
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FAIA APPLICAtIon EXAMPLEs

This section presents two application examples 
of the proposed framework FAIA to typical AI 
problems. The first part of the section presents a 
problem that must be solved using some search 
strategy. The second part of the section presents 
a problem that can be modeled using first order 
logics and situation calculus.

Using FAIA for a search 
Problem: the Pac-Man World

The original Pac-Man game6 consists in a maze 
game where the player should guide a yellow 
PacMan through the maze, eating the dots and 
prizes while avoiding to be eaten by some en-
emies. A simplified version of the original game 
is proposed to the students, where a PacMan-agent 
must survive in a 4 by 4 cell-world, eating food 
and avoiding or eliminating its enemies.

The agent has initially some energy, which 
can be increased by eating fruits (randomly dis-
tributed over the world), can be diminished by 
fighting against the enemy ghosts. There are four 
different possible directions to move the PacMan 
(up-down-left-right).

The agent does not initially know its world, but 
is provided with sensors that give it the following 
information: an energy counter, which indicates 
its actual energy level (if equal to zero, the agent 
has died); and neighbourhood cells sensors that 
indicate whether each of the nearby cells has fruit 
or enemy or is empty. At each simulation cycle, 
the environment (the Pacman world) provides the 
agent with perceptions regarding the information 
for the sensors, and the agent replies with a selected 
action. The action selection or decision mecha-
nism must be implemented by using informed or 
uninformed search strategies. The possible actions 
for the agent are: moving towards a nearby cell, 
fighting or eating.

The next subsections will show how this prob-
lem can be modelled according to the AI concepts 

presented in the first part of the chapter and solved 
with a search strategy, by using FAIA.

Defining the Agent State

Figure 6(a) shows the framework classes that must 
be extended for the representation of the agent and 
environment state. SearchBasedAgentState class 
is an abstract class defined in the framework. This 
class has methods to update the agent’s internal 
state according to the perceptions received from 
the environment. To accomplish this, the Pacm-
anState class is defined by extending from this 
class, which is used by the agent to represent its 
state. This class is defined with data structures 
already proposed by the framework and has two 
attributes: the first one is a matrix that represents 
the maze where each cell has a value to indicate 
whether the cell is empty, has an enemy or food. 
The second attribute is a pair that represents the 
agent position into the board. This position is 
identified with coordinates (x,y) (file,column).

Besides these attributes the abstract method 
updateState(Perception p) inherited from the 
AgentState class must be implemented. With this 
method the agent updates its internal state when 
new perceptions are received from the environ-
ment. The correct implementation of this method 
is a critical issue in order to obtain a correctly 
performing agent.

In order to allow the simulator updating 
the environment state according to the actions 
executed by the agent, it is necessary to define 
the environment state. To accomplish this, the 
PacmanEnvironmentState class is defined as 
subclass of EnvironmentState, which is used by 
the environment to represent its state. This class 
has been defined with a data structure proposed 
in the framework in this case only one attribute is 
necessary, the matrix that represents the maze.
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Defining the Agent Perceptions

Figure 6(b) shows the framework classes that 
must be extended to define the perceptions that 
the environment sends to the agent. Through these 
perceptions the agent knows how to update its 
internal state.

The PacmanPerception is a subclass of Per-
ception. It has a set of attributes and constants 
to represent the agent sensors and their possible 
values. In order to represent the states that a 
sensor can comprise, three constants are set: 
FOOD_PERCEPTION to represent that a cell 
might have food, ENEMY_PERCEPTION to 
represent that a cell might have an enemy and 
EMPTY_PERCEPTION to represent an empty 
cell. All of this information is stored in the sen-

sor attributes. For this purpose four sensors are 
defined, one for each cell adjacent to the actual 
Pac-Man position (up, left, right and down). Each 
sensor can have one of the values defined in the 
constants mentioned before.

In order to allow the initialization of 
the perception, the implementation of the 
initPerception(Agent, Environment) abstract 
method, inherited from the Perception class, is 
needed. This method must set the four sensors 
defined in the PacmanPerception class with the 
correct information obtained from the environ-
ment. With this method the simulator uses the 
agent and the environment to initialize a new 
perception for the agent.

Figure 6. Framework classes
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Defining the Agent Operators

Figure 6(c) shows the framework class that must 
be extended to define the agent operators (the pos-
sible actions is may execute). SearchAction is an 
abstract class that must be extended to define the 
operations or actions that the agent might execute 
on the environment.

The possible actions for the PacMan agent 
are six: GoUp, GoLeft, GoRight, GoDown, Eat 
and Fight. For each action, a new class must be 
defined. This way, it is easier to add a new action 
to the agent without worrying about modify-
ing the simulator. In order to update the agent 
state after its effective execution, each of these 
classes must implement the abstract method 
execute(AgentState, EnvironmentState), where 
the state change produced by the execution of the 
actions must be coded.

Defining the Goal

Figure 6(d) shows the framework class that must 
be extended to define the agent goal. Pacman-
Goal extends the abstract class GoalTest and 
it represents the goal test used by the Pac-Man 
agent to know whether it has reached its design 
objective or not.

In order to determine if the agent has reached 
the goal state, the abstract method isGoalState() 
must be implemented on this class. For the given 
example, it is considered that the agent goal is to 
eat all of the food in the environment. This implies 
that the agent shall know (perceive or visit) the 
entire environment to determine if the objective 
has been reached or not.

Defining the Agent and 
Selecting its Strategy

In order to define the agent, the PacmanAgent 
class must be extended from the abstract class 
SearchBasedAgent. To let the Pac-Man agent reach 
its goal, the problem to be solved must be set. To 

achieve this, a new Problem is associated to the 
PacmanAgent in the constructor. This problem 
must be composed by the goal, agent state, and 
agent operators defined in previous sections. Next 
there is a Java code extract from the Pac-Man 
example that shows how to set a new problem 
to an agent:

 
// Pac-Man goal instantiation. 
PacmanGoal goal = new Pacman-
Goal(); 
// Pac-Man initial agent state. 
PacmanState state = new Pacman-
State();  
this.setAgentState(state); 
// Pac-Man operators instantia-
tion. 
Vector<SearchAction> operators = 
new Vector<SearchAction>();  
operators.addElement(new Eat());  
operators.addElement(new 
Fight());  
operators.addElement(new 
GoLeft());  
operators.addElement(new 
GoUp());  
operators.addElement(new 
GoRight());  
operators.addElement(new 
GoDown()); 
// Problem initialization. 
PacmanState agentState = (Pacm-
anState) this.getAgentState();  
Problem problem = new 
Problem(goal, agentState, opera-
tors);  
agent.setProblem(problem);   
      (1) 

However, in order to solve this problem, the 
agent needs a strategy. An instance of the Search 
class indicating the strategy must be generated to 
make use of the strategies provided by the frame-
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work. Uniform cost is the strategy selected for the 
Pac-Man agent where g is equal to the number 
of visited cells. In this way, the strategy allows 
the agent to save energy by executing the lower 
amount of possible movements.

For the agent to work properly, the Pacma-
nAgent class must implement the abstract method 
selectAction(). This method is invoked by the 
simulator and uses the problem and the strategy 
defined before to select the proper action to be 
taken by the agent. After that, this action is returned 
to the simulator so that it can continue with its 
execution. Also, see(Perception p) method needs 
to be implemented. It is responsible of updating 
the agent’s internal state with new perceptions 
received from the environment.

Obtaining the Search Tree

FAIA allows the generation of search trees that 
the agent uses in the decision process. NTree class 
has defined a method to store the search tree in 
a XML7 file. In this way, the XML standard is 
used to generate search tree views. With this tree 
in XML format students can make the depuration 
process in an easy way and also teachers may have 
a painless correction process. As an example, the 
following code has been extracted from a XML 
search tree file:

 
<NTree> 
<Node 
id=”0” 
execution_order=”1” 
action=”null” 
position=”(3,3)” 
visited_cells=”1”> 
order:1 pos:1,1 act:null visit-
ed_cells=1 
<Node> 
… 
 <Node> 
 … 

 </Node> 
 </Node> 
</Node> 
</NTree> 

The tree shows the root node. The action at-
tribute determines the action that originated the 
node. In this case this action is null because it is 
the root node. Initial position is on coordinates 
(3,3) and the amount of visited cells is one (the 
initial). Suspension points indicate the presence 
of more nodes inside the tree that are not shown 
due to space restrictions.

The other option to generate the search tree 
is to use a .PDF file. FAIA provides a graphical 
representation of the tree. Nodes are represented 
by rectangles with information regarding the node 
state. Nodes are related to their parents by recti-
linear lines. With the help of this simple graphical 
representation students can make the depuration 
process in an easy way and also teachers may 
have a painless correction process.

Using FAIA with situation Calculus: 
the Wumpus World Problem

The Wumpus world problem8 is a very simple game 
devised to help teaching the concept of intelligent 
agents in artificial intelligence. This is the world 
description from Russell & Norvig, 2003:

The wumpus world is a cave consisting of rooms 
connected by passageways. Lurking somewhere in 
the cave is the wumpus, a beast that eats anyone 
who enters its room. The wumpus can be shot 
by an agent, but the agent has only one arrow. 
Some rooms contain bottomless pits that will trap 
anyone who wanders into these rooms (except for 
the wumpus, which is too big to fall in). The only 
mitigating feature of living in this environment is 
the possibility of finding a heap of gold.

The agent has five sensors, each of which gives 
a single bit of information:
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• In the square containing the wumpus and 
in the directly (not diagonally) adjacent 
squares the agent will perceive a stench.

• In the squares directly adjacent to a pit, the 
agent will perceive a breeze.

• In the square where the gold is, the agent 
will perceive a glitter.

• When an agent walks into a wall, it will 
perceive a bump.

• When the wumpus is killed, it emits a woe-
ful scream that can be perceived anywhere 
in the cave.

In the classic Wumpus world, the “player” is 
an artificially intelligent computer program which 
must make some very important decisions. It 
must travel through a darkened cave, try to find 
the hidden gold, and escape back outside without 
falling into a bottomless pit or being devoured by 
the repulsive Wumpus, a hungry monster that eats 
any living thing it comes across. The wumpus 
world has been considered a good example to 
show FAIA capabilities on situation calculus.

Approach

The procedure to implement a situation calcu-
lus based agent with FAIA is similar to the one 
described in the previous section, the Pac-Man 
example. The main difference here is that SWI-
Prolog must be used for the agent design and 
implementation. Some Java code is necessary to 
implement a simulator and to connect it with the 
logic agent written in Prolog. This connection is 
possible thanks to the JPL library9, which pro-
vides an interface between Java and Prolog that 
can be used to embed a Prolog program within 
a Java one.

FAIA is independent of the agent design. The 
user has only a few rules to follow. In the Java pro-
gram, some abstract classes must be implemented, 
which will give the simulator information about 
the main predicates, for example the ones to get 
the next best action chosen by the agent.

Agent Design and 
Implementation in Prolog

A file called wumpus_world.pl is created to write 
the agent logic in Prolog, which will contain the 
diagnostic rules, causal rules, successor-state 
axioms, actions evaluation and other important 
definitions necessary for choosing the best action 
given the current information about the world.

Perceptions
The agent receives from the environment a per-
ception vector which is represented by the logic 
sentence Percept, with five elements, depending 
on the current state of the square at which the 
agent is. For example, the following sentence 
shows the perception vector:

 
Percept ([Stench, Breeze, Glit-
ter, Bump, Scream],5)  (2) 

This data implies certain facts about the cur-
rent state. For example, the sentence 2 indicates 
a breezy square (among other facts), which is 
represented with the following logic sentence:

 
breeze(P,S):- 
 percept([_,breeze,_,_,_],S),  
 position(P,S).    (3) 

The S variable indicates the situation at which 
the perception has occurred.

Diagnostic Rules
Diagnostic rules lead from observed effects to hid-
den causes. For example, if a square is breezy, some 
adjacent square must contain a pit. Prolog code 
below can be used to infer this knowledge:

 
belief(pit,Pa,S):- 
 breeze(P,S), 
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 adjacent(P,Pa).   (4) 

If the agent perceives nothing in the square, 
then this and the adjacent ones are safe places to 
go to as shown in the following sentences:

 
safe(P,S):- 
 at(nothing,P,S).   (5) 
safe(Pa,S):- 
 at(nothing,P,S), 
 adjacent(P,Pa,S).   (6) 

Successor-State Axioms
Successor-state axioms have the following form 
(Russell & Norvig, 2003):

Action is possible 

(Fluent is true in result state 

Actio

Þ
Û

nn effect made it true It was true before and action left Ú iit alone)  
                                                          (7)

For example, the following successor-state 
axiom for the agent position says that the agent 
is at P after executing the go action—either if the 
action is possible and consists of moving from 
X to P—or if the agent was already at P and the 
action is not to go to somewhere else.

position(P,result(action,S)) 

action  go(X,P)

position(P

Û
=

Ú( ,,S action go(P,Z))), ¹    (8)

For the example in (sentence 8) the successor-
state axioms should be written in Prolog as is 
shown in the following sentences:

 
ssa(S1):- 
 S is S1-1, 
 action(go(X,Y),S), 
 asserta(position(Y,S1)).  (9) 
ssa(S1):- 

 S is S1-1, 
 position(X,S), 
 action(A,S), 
 A=\=go(X,Y), 
 asserta(position(X,S1)).  (10) 

The KnowledgeBase class from the frame-
work is responsible for finding all solutions for 
the “ssa” predicate. In this way, knowledge is 
copied from the situation S to the new situation 
S1 if and only if the last action effect made it true 
or if it was true before and action left it alone. 
In the example above, the only action capable of 
changing the position of the agent is go. Without 
this “copying operation” Prolog execution might 
be very slow.

Actions Evaluation
The agent needs to know how to choose the best 
action in the known current state. If it is holding 
the gold (sentence 11), then it has reached its 
goal—note that the action returned in this case 
is “noAction”. If not, there are “excellent” and 
“very good” actions (sentences 12 and 13), but 
others can be “risky” (sentence 14). The agent 
will always try to perform the former ones, but 
if this is not possible, it will be willing to risk his 
life to find the gold:

 
bestAction(noAction,S):- 
holding(gold,S).   (11) 

bestAction(A,S):- excelent(A,S).  
      (12) 

bestAction(A,S):- veryGood(A,S).  
      (13) 

bestAction(A,S):- risky(A,S).  
      (14)
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As said before, the agent always wants to 
perform, if possible, those actions evaluated as 
“excellent”. For example, if a glitter is perceived, 
grabbing the gold is an excellent action (sentence 
15).

 
excelent(grab,S):- 
 position(P,S), 
 glitter(P,S).    (15) 

If there are no excellent actions, it will choose 
a “very good” one. For example, if some adjacent 
square is safe for the agent to move into and this 
is an unknown place, then a very good action is 
to go there (sentence 16).

 
veryGood(go(X,Y),S):- 
position(X,S), 
adjacent(X,Y), 
unknown(Y,S), 
safe(Y,S).    (16) 

If the agent cannot find an excellent or very 
good action, it will take a risk choosing a “risky” 
action, like going to an unsafe place, where the 
wumpus may live (sentence 17).

 
risky(go(X,Y),S):- 
position(X,S), 
adjacent(X,Y), 
belief(wumpus,Y,S).   (17) 

Connecting the Simulator and the Agent

Once the logic agent is ready, it is necessary to 
write some Java code in order to connect the 
simulator with it. Some abstract classes provided 
by the framework must be implemented.

WumpusAgentState class

The WumpusAgentState class inherits from the 
abstract KnowledgeBase class. It is important 
to notice that all the agent knowledge is stored 
in the Prolog program. The only purpose of this 
class is enabling communication between the real 
state of the agent depicted in the Prolog program 
and the Java environment where the simulation is 
running. In this way, this class makes it possible 
to add new information to the knowledge base 
and make queries against it.

As said before, the simulator needs to know 
some things about the logic agent, for example, 
the name of the predicate to ask for the best ac-
tion. So the method getBestActionPredicate() will 
return the string “bestAction”.

As explained for the Pac-Man example, the 
simulator will send perceptions to the agent. 
The agent will add this new information to its 
knowledge base. To achieve this, the method 
updateState(Perception perception) must be 
implemented:

public void 
updateState(Perception 
perception) {  this.
tell(perception); }   (18) 

The source code shown above is very simple. 
This abstract method has the purpose of showing 
the student that here we are adding new information 
to the knowledge base. tell(Perception perception) 
method resides on the KnowledgeBase class. It 
adds to the agent knowledge base a new percep-
tion sent by the simulator.

The tell(Perception perception) method resides 
on the KnowledgeBase class. It adds to the agent 
knowledge base a new Percept predicate sent by 
the simulator.

The WumpusAgentState class can have other 
useful methods, for example:
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public int[] getPosition() { 
 String positionQuery = 
“position([X,Y],” + 
this.getSituation() + “)”; 
 Hashtable[] pos = this.
query(positionQuery); 
 int x = Integer.
parseInt(pos[0].get(“X”).to-
String()); 
 int y = Integer.
parseInt(pos[0].get(“Y”).to-
String()); 
 return new int[]{x, y}; 
}       (19) 

getPosition() asks the knowledge base for the 
current position. It creates a string with the query 
to send to the knowledge base by the method 
query(String query), which is defined in the par-
ent class KnowledgeBase. It hides the underlying 
complexity of communicating a Java program with 
a Prolog one, providing several other methods as 
useful as query(String query).

WumpusAgent Class

The WumpusAgent class inherits from the 
abstract SituationCalculusBasedAgent class. 
Methods that need to be implemented are almost 
the same that were shown in the Pac-Man ex-
ample. Some are specific to this new strategy: 
tell(SituationCalculusAction action) is called by 
the simulator with an action the agent must add 
to its knowledge base, as a previously executed 
action. On the selectAction() function it is only 
necessary to change the solver by a Situation-
Calculus one.

SituationCalculusAction Class

SituationCalculusAction inherits from the Action 
class. Both are provided by the framework. It is 
necessary to create one class per action defined 
in Prolog, for example Grab, Shoot, Forward 

among others. Each one of them must implement 
two methods: (i) execute(AgentState ast, Environ-
mentState est) is used by the simulator to modify 
the real world, (ii) toString() must return the action 
name exactly as it was defined in Prolog.

WumpusWorldEnvironment, 
WumpusWorldState and 
WumpusPerception Classes

The WumpusPerception class inherits from the 
abstract Perception class. It must override the 
toString() method, returning a string represen-
tation of the perception, such as it is shown on 
sentence 2.

Both classes, WumpusWorldEnvironment and 
WumpusWorldState, inherit from Environment and 
EnvironmentState respectively, and must imple-
ment the same methods explained in the Pac-Man 
example. This means it is possible to use other 
types of agents for the wumpus world—a Planning 
based one for example—and reuse all the written 
environment code. They are independent of the 
agent implementation.

WumpusActionFactory Class

The WumpusActionFactory class inherits from the 
abstract ActionFactory class. When the simulator 
asks the agent for the best action, it receives a 
string representation, but it needs a SituationCal-
culusAction object. The purpose of this class is 
to translate from string representation of actions 
to SituationCalculusAction objects.

The abstract KnowledgeBase class needs the 
getActionFactory() method to be implemented, 
returning an ActionFactory object. This imple-
mentation is defined in the previously mentioned 
WumpusAgentState class.

The WumpusActionFactory has two methods: 
endActionString() and stringToAction(String), 
which are shown in the following lines.
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protected String endAction-
String() { 
 return “noAction”; 
}       (20) 

protected Action 
stringToAction(String stringAc-
tion) { 
 Action actionObject = null; 
 if (stringAction.
equals(“climb”)) { 
 actionObject = new Climb(); 
 } else if (stringAction.
equals(“forward”)) { 
 actionObject = new Forward(); 
 } else if (stringAction.
equals(“grab”)) { 
 actionObject = new Grab(); 
 } else if (stringAction.
equals(“shoot”)) { 
 actionObject = new Shoot(); 
 } else if (stringAction.
equals(“turnleft”)) { 
 actionObject = new TurnLeft(); 
 } else if (stringAction.
equals(“turnright”)) { 
 actionObject = new TurnRight(); 
 } 
 return actionObject; 
}       (21) 

As explained in (20) and (21), the 
stringToAction(String stringAction) method cre-
ates a SituationCalculusAction object from the 
string that represents the action. The endAction-
String() must return the name of the constant that 
indicates the agent reached the goal. In this case, the 
return action is “noAction” (see sentence 11).

ConCLUsIon And FUtURE WoRK

This chapter has presented the FAIA framework, 
aimed at helping students in the resolution of 
academic problems related to Artificial Intel-
ligence techniques teaching in an Engineering 
career. Two examples have been explained for the 
resolution of two practical problems to illustrate 
the framework use.

The main advantages of the proposal are the 
following:

It is a theoretical and practical guide that • 
directs students to create, without error, the 
elements that form an AI agent;
The clear separation between • agent and 
environment simulator provided by FAIA 
helps students avoiding one of the most 
common mistakes: mixing agent state 
with environment state, giving as a result a 
wrong decision making process;
The application of the strategy design pat-• 
tern allows changing a strategy dynami-
cally, which may help understanding and 
comparison among them;
It is possible to visualize the different • 
search trees generated during the process 
of reaching the agent objective, in a stan-
dard XML format, which allows the stu-
dent to better understand that process;
It is also possible to produce a graphical • 
representation of the search trees in a .PDF 
file that is used by students to control the 
proper functioning of their solution and 
by teachers in order to check the practical 
work and detect possible implementation 
mistakes;
The framework hides the underlying com-• 
plexity for defining a situation calculus 
based agent in Prolog.
Finally, • FAIA may be a useful tool for 
teachers-work in class, because it is pos-
sible to generate search trees dynamically 
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and show how they are being generated ac-
cording to the different strategies.

As future work, we plan to incorporate more 
features to FAIA that will enable a goal-based 
agent to solve problems with other AI techniques, 
such as planning.
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KEY tERMs And dEFInItIons

Decision-Making System: It is a process that 
allows leading to the selection of a course of ac-
tion among several alternatives. Every decision-
making process produces a final choice, which 
can be an action or an opinion of choice.

Design Pattern: A general reusable solution 
to a commonly occurring problem in software 
design. It is not a finished design but also it is a 
template for how to solve a problem that can be 
used in many different situations.

FAIA: Framework for Artificial Intelligent 
Agents
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Framework: A set of classes that embodies 
an abstract design for solutions to a family of 
related problems.

Planning: A problem-solving technique which 
task is to find some composition of operatiors that 
transforms a given initial world model into one 
that satisfied some state goal condition.

Search: A problem-solving technique that 
systematically explores a space of problem states 
in order to find a solution to a given problem. 
Search is a process of formulating and examining 
alternatives.

Situation Calculus: A formalism for repre-
senting and reasoning about dynamical domains. 
In this context, a situation is a finite sequence of 
action, in other words, it is a history.

Software Architecture: The structure of a 
system, which comprise a set of computational 
components and the description of the relationship 
between them, know as connectors.

EndnotEs

1  http://www.frsf.utn.edu.ar/matero/visitante/
index.php?id catedra=142

2 AgentLink. Agent Software: http://www.
agentlink.org/resources/agent-software.
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3 FIPA–OS Agent Toolkit: http://www.emor-
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4 Fujitsu Laboratories, Agent-oriented pro-
gramming library: http://www.labs.fujitsu.
com/en/freesoft/paw/

5 IEEE Distributed Systems Online- Dis-
tributed Agents Projects: http://dsonline.
computer.org/agents/projects.htm

6  http://www.pacmangame.net/
7  www.w3.org/XML/
8  http://aima.cs.berkeley.edu/
9  http://www.swi-prolog.org/packages/jpl/
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ABstRACt

E-Governance aims to provide high quality of government for citizens. It covers services, information 
delivery and interactive community / government communication. This goal can be achieved by adopting 
the ICT (Information and Communication Technologies) tools in the government web site´s design and 
contents. This communication channel allows a redefinition of the traditional role played by each one 
of the actors of the relation. The government as provider of: services, information, transparency and 
interactive communication. The citizens acting as active subjects with their government, using services, 
receiving information, controlling the government´s decisions and returning feedback to them. This 
feedback includes opinions, complaints and suggestions delivered by the web sites’ interactive tools. 
This research surveyed if the implementation of ICT tools regarding national and international norms 
and regulations for web sites development and content, increases the fulfillment of the key concepts of 
e-governance: e-democracy, e-services, e-transparency and active and passive communication. 30 local 
government web sites of Argentine were analyzed by checking if they implemented the ICT tools expressed 
by the seven basic concepts of design and contents: Navigability, Veracity, Friendliness, Functionality, 
Accessibility, Usability and Information through 152 weighed aspects that fulfill these seven concepts. 
The analysis of the score obtained by the web sites showed their e-governance development level and 
what aspects they have to implement to improve e-governance quality.

DOI: 10.4018/978-1-61520-763-3.ch007
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dEsIGn And ContEnts

Environment

Assuming that one of the aims of the municipal-
ity’s web sites is to increase the development and 
comfort of their citizens, this paper analyzes the 
aspects that will allow those sites to get a more 
effective approach to their citizens, increasing 
the delivery of services, information and par-
ticipation.

Taking as a premise the intuition (the possibility 
to use new or unknown software by making an 
analogy with the applications that are frequently 
used), this analysis wants to establish similarities 
and differences on web sites’ design and function-
ality. National and international norms, regulations 
and publications are taken as a basis, in order to 
determine the most important aspects to perform 
the analysis. Finally, some aspects that have not 
been found in the quoted sources were included, 
according to the needs, capabilities and restric-
tions of the studied communities.

There are a high percentage of citizens that uses 
internet only to check email and other percentage 
doesn’t have enough resources (economical and/
or technological) to access a computer. Within 
this environment Argentina begins to consider 
e-Governance as a tool to simplify citizen’s life.

Technological ignorance of a big percentage 
of citizens creates a very difficult barrier to avoid 
when terms like connectivity, Internet, Broad 
Band, and so on, are mentioned. Lots of com-
munities choose a technological isolation and 
continue to do a lot of administrative procedures 
personally.

Administrative procedures generally mean 
long queues. A lot of people that tries to access web 
sites by curiosity or motivation of changing, finds 
a lot of interfaces, different types of connectivity, 
very despair pages and generally loosely design, 
turning this motivation in confusion.

It would be much easier for people that are no 
familiar with web site browsing, to find menus 
at the same position, have a site map to quickly 

find wanted information, and so on. If web sites 
would follow standards it would be easier to find 
required information in less time.

Design’s standards allow relating previously 
acquired concepts on using software tools, with 
others that are being used for the first time, al-
lowing the user to count with basic knowledge for 
using the new software. Government’s web sites 
should have the same appearance and fulfill the 
same standards. These standards will be essential 
when using Internet to realize e-governance.

eGovernance

Following UNESCO (Castro & Mlikota, 2002), 
“e-governance regards adopting ICT (Information 
and Communication Technologies) normative by 
the public government with the aim of improving 
the delivery of information and services to their 
citizens. Therefore, it promotes the community 
participation in the decision making process in 
order to increase the government’s responsibility, 
transparency and effectiveness”.

Research Central Axis

The research focuses in testing the degree of 
fulfillment of municipalities’ web sites of Buenos 
Aires Urban Cone with several aspects groups by 
levels of basic topics that interacts each other to 
reach quality.

The 30 communities that surround Buenos 
Aires City have approximately 9.000.000 in-
habitants, more or less 25% of Argentina’s total 
population according to 2001 Census (INDEC 
- Statistics and Census National Institute, 2001). 
National University of La Matanza (UNLAM), 
is placed in one of the Buenos Aires Urban Cone 
districts. A high percentage of the students of this 
University are citizens of these communities, so 
this research wants to be a contribution to the 
place where it belongs.

Figure 1 shows the geographical placement 
for the 30 municipalities that conform the Buenos 
Aires Urban Cone.
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The following list shows the analyzed munici-
palities, including their names and the websites 
URLs. List numbering allows identifying each 
municipality on the map of Figure 1.

It can be notice that two of the municipalities’ 
don´t have a website (municipalities numbered on 
the map as 9 and 20). Most of domain names are 
quite representative, showing community name, 
but some of them are acronyms causing possible 
confusion to the citizens.

1.  San Fernando: http://www.sanfernando.gov.
ar

2.  San Isidro: http://www.sanisidro.gov.ar
3.  Vicente López: http://www.vicentelopez.

gov.ar
4.  General San Martín: http://www.sanmartin.

gov.ar
5.  Tres de Febrero: http://www.tresdefebrero.

gov.ar
6.  Morón: http://www.moron.gov.ar
7.  Ituzaingó: http://www.miituzaingo.gov.ar
8.  Hurlingham: http://www.munhurli.gov.ar
9.  San Miguel: Hasn’t got website
10.  Malvinas Argentinas: http://www.malvina-

sargentinas.gov.ar
11.  Tigre: http://www.tigre.gov.ar
12.  Pilar: http://www.pilar.gov.ar

13.  Lujan: http://www.lujan.gov.ar
14.  General Rodríguez: http://www.generalro-

driguez.gov.ar
15.  Moreno: http://www.moreno.gov.ar
16.  José C. Paz: http://www.josecpaz.mun.gba.

gov.ar
17.  Merlo: http://www.merlo.gov.ar
18.  Marcos Paz: http://www.municipiomarcos-

paz.gov.ar
19.  La Matanza: http://www.lamatanza.gov.ar
20.  Ezeiza: Hasn’t got website
21.  Esteban Echeverría: http://www.estebanech-

everria.gov.ar
22.  Lomas de Zamora: http://www.lomas-

dezamora.gov.ar
23.  Lanús: http://www.lanusweb.com
24.  Avellaneda: http://www.avellaneda-ba.gov.

ar
25.  Quilmes: http://www.quilmes.gov.ar
26.  Almirante Brown: http://www.almirante-

brown.gov.ar
27.  Presidente Perón: http://www.peron.mun.

gba.gov.ar
28.  San Vicente: http://www.msv.gov.ar
29.  Florencio Varela: http://www.florenciova-

rela.gov.ar
30.  Berazategui: http://www.berazategui.gov.

ar

Figure 1. Map of Buenos Aires urban cone
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There is no standard defined for websites 
domain names. If domain names would have a 
relation between them, it wouldn’t be necessary 
to use a search engine to find municipality web 
sites.

The 65% of tested web sites has municipality 
name as domain name. In the other 35% domain 
names of type “MunicipalityName.gov.ar” are not 
used. Only it’s used in the case of Lujan where the 
domain “lujan.gov.ar” is used for tourism informa-
tion but the municipality web site is placed at a 
secondary page inside it. So those domains could 
have been chosen for the rest of municipalities 
sites. So the question is: why some municipalities 
have chosen a domain name like “msm.gov.ar” 
instead of sanmiguel.gov.ar or “miituzaingo.gov.
ar” instead of “ituzaingo.gov.ar”?

the seven design and 
Contents Concepts

The following concepts, that contribute to create 
quality web sites, were taken to analyze Buenos 
Aires Urban Cone web sites:

1.  Functionality (FU): We define functionality 
as the possibility to allow citizens’ access 
to services like: information, administra-
tive procedures, payments, state of debts, 
etc, without the need of personally going to 
City Hall, saving time, money and effort for 
both the citizen and de council. That’s why 
our vision of web sites is oriented to “User 
Centered Design”. Example aspects are: 
Printing of forms, tracking administrative 
procedures.

2.  Friendliness (FR): User must be able to 
browse web sites no matter his skills level. 
Communication language should be simple 
allowing to access main contents in a clear 
way. Example aspects are: Categorized 
Information, Color contrast

3.  Usability (US): Quality of User experience 
when interacting with a product or system. 
ISO 9241-11 standard defines usability like: 
The ability of a product of being used by a 
user to reach specifics goals with effective-
ness, efficiency and satisfaction, inside a 
particular user context. ISO 13407 defines 
user centered design like:

User active participation and clear  ◦
knowledge of user requirements and 
tasks
Correct function localization between  ◦
user and technology
Interaction of solutions design ◦
Interdisciplinary design ◦

Usability can be measure by several aspects 
like:

Effectiveness• 
Efficiency• 
Satisfaction• 
Easy to learn• 
Easy to remember• 
Errors rate and severity• 

Web site standard unification will be designed 
to allow any user that has already use a government 
web site, to apply all previously learned procedures 
to the new upcoming site. Example aspects are: 
Show on every page the path to reach it from the 
home page, Banner with organization name.

4.  Accessibility (AC): Is the chance of a product 
or a web service of being accessed and used 
by the greatest possible number of people, 
regardless individual limitations or limita-
tions of context of use. Example aspects are: 
Cross browsing, Weight of pages.

5.  Veracity (VE): Government web site cannot 
have disclaimers of its own information. 
Published information must be of informa-
tive character (updated, real, and relevant for 
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the one that is accessing the site). Example 
aspects are: Updated News, Contradictory 
information

6.  Information (IN): Information regarding 
municipal government and its activities is 
one of the basic services that a municipal 
web site must provide.

The citizen logs to a municipal web site basi-
cally to get information on schedules, time tables, 
news, addresses, taxes, and so on, because it is 
generally quicker, easier and cheaper to query a 
web site instead of phoning or going to the town 
hall.

From the government point of view, infor-
mation delivered on the web site, becomes an 
advantage because the citizens can get to it at any 
time, without long queues, and clerks to attend 
those people.

The information provided by the web site must 
be true, opportune, up to date and relevant.

7.  Navigability (NA): Navigability is the way 
with which the user, actually the municipal-
ity’s citizen, is able to move through a web 
site in order to access all the web pages that 
belong to it.

This movement (navigation) through a web site 
is performed by the use of buttons, icons, hypertext, 
hyperlinks, menus, etc., that allows the user to 
move from one page to another, or from one site 
to another, depending on the user’s will.

All this site-user’s interaction must be per-
formed in the simplest and clearest way.

Aspects

Based on all this concepts, aspects of official 
standards (national or international), that are use-
ful for testing municipality web sites, are taken. 
Afterwards, internationals publications will be 
taken to fill uncovered aspects of standards. Once 
finished this analysis and with the experience 

provided by the research team, some relevant 
aspects are incorporated to cover all aspects of 
studied web sites.

Sources of the Aspects

The W3C (World Wide Web Consortium), • 
is an international consortium which ob-
jective is to take internet to its maximum 
potential developing protocols and guide-
lines that assure the growing at long term 
of the web.(W3C, 2008)
ONTI (Information Technology National • 
Office) is the main reference on the use of 
information technology on government in 
Argentina. It depends on Sub Secretary of 
Public Management of the Headquarters 
of Minister’s Cabinet. It is formed by a 
group of multidisciplinary specialized pro-
fessionals. It aims to create politics for the 
implementation of development process of 
technology innovation for the updating and 
transformation of the government, and also 
allows the use of new technology in the 
public sector and its compatibility, interop-
erability and promotions of technological 
standardization.(ONTI - National Bureau 
for Information Technologies, 2005)
Considering internationals publications • 
(see (Department of the Premier and 
Cabinet - Office of e-Government, 2006), 
(Pontifical Catholic University of Chile, 
2006), (State Services Commission, 2007), 
(Web Managers; Requirements and Best 
Practices Checklist for Government, 2005), 
(Marcos Mora M., & Rovira Fontanals C, 
2005) new aspects are taken especially 
those that can be applied to municipality 
web sites. These aspects are not mentioned 
in ONTI and W3C regulations.
Research Team’s proposed aspects: To fi-• 
nalize, aspects designed by members of the 
research team, are taken for testing munici-
palities of Buenos Aires Urban Cone.
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Aspects’ Source and Quantity

Taking in account international and national orga-
nizations such as W3C and ONTI, described above, 
international publications (called PUB), that are 
relevant to the design and contents concepts of 
the web sites, and adding aspects proposed by the 
research team (called RT), this work shows 152 
aspects (see Annex #2).

Quantity of aspects by each source is shown 
below, with their related percentage:

W3C + ONTI: 102 (67%)• 
PUB: 11 (7%)• 
RT: 39 (26%)• 

Aspects Hierarchy

For each of the 152 selected aspects, a relevance 
level was assigned, according to the aspect’s 
contribution to the seven design and contents 
concepts.

The following aspects allow evaluating local 
government web sites. Each aspect is assigned a 
relevance level according a scale defined by the 
research team:

Essential = Score 5• 
Very Significant = Score 4• 
Significant = Score 3• 
Desirable = Score 2• 
Optional = Score 1• 

The level “Essential” (score 5) is assigned to 
those aspects that are indispensable for the fulfil-
ment of one or some of the seven concepts. The 
relevance level decreases as the aspect becomes 
less important. One aspect can contribute to dif-
ferent concepts at the same time and also can 
get different score according to different design 
and contents concepts. Some examples are: The 
presentation page could be skipped before the site 
is loaded, contributes to Friendliness, Usability 
and Accessibility. The aspect: The web site offers 

content’s readers for deaf users contributes to 
Friendliness and Accessibility, while the aspect: 
The web site includes semantic search contributes 
to Friendliness with a score of 3 also to Navigabil-
ity with the same score, Usability with a score of 
1 and Functionality with 4 points.

The score is calculated based in the fulfillment 
of aspects weighed by relevance. The weigh used in 
the work is based in the following relevance scale 
(set of values): 5 Highest relevance, 3 Medium 
relevance, 1 Lowest relevance (values 4 and 2 are 
considered to get more accuracy).

This scale was built to match with the hier-
archy suggested above. According to this, one 
aspect that belongs to the highest level will get a 
score of 5 and it is place in level 5. Therefore if 
one aspect belongs to the lowest level it will get 
a score of 1 and the highest hierarchy level gets 5 
points, consequently, an aspect which belongs to 
the lowest hierarchy level gets only 1 point.

Table 1 shows the quantity of aspects organized 
by hierarchy and concept.

Aspects Categorization

The 152 selected aspects to evaluate government 
web sites were sorted in 23 categories, according 
to the implementation of each one in the design 
and contents of a government web site.

1.  Technical aspects: they allow analyzing de-
sign problems or very poor web site content 
understanding due to technical problems 
such as bad coding practices, no crossbros-
ing, etc.

2.  Banner: It is called “banner” the main rect-
angular section placed generally on top of 
each page of a site. It is usually an image 
and the first site element seen by a user when 
he or she enters a web site, therefore there 
are several aspects that it must achieve to 
be clear, useful and efficient.

3.  Browsers: The user seldom remembers the 
web site’ address, therefore it is mandatory 
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that after searching it in internet he or she 
will be able to reach the web site that is look-
ing for. So this work analyzed if the studied 
municipal web sites are registered in the most 
popular browsers specifying “official site”, 
country, state, etc. without any doubt.

4.  General Characteristics: it is a set of as-
pects that contributes to good web site’s 
navigation.

5.  Main menu categories: It is very important 
for a web site’s main menu to be very well 
organized, allowing the user to understand 
each option’s function and also allowing him 
to reach each page and content into the web 
site.

6.  Colors/Design: The colors and design of a 
web site are very important when a user is 
navigating it. The information and contents 
shown in it can be very useful for a citizen 
but sometimes the color contrast doesn´t 
allow the user to see or understand it. The 
different aspects that belong to this category 
cover background color, contrast, text color, 
etc.

7.  Multimedia contents: Multimedia resources 
add value to a web site, but if they are not 
well organized can be worse than the lack 
of it. If the web site includes a video it must 
also show the same information by text mode. 
A deaf user will not be able to reach that 
information if there is only a video showing 
it. It is desirable for all the information of the 
web site to be shown as text mode in order 

to be reached by blind users using content’s 
reader.

8.  Legal stuff: Sometimes, web sites include 
sentences saying that the government is not 
responsible for the published information of 
the site. These facts and others are covered 
by the aspects that belong to this category.

9.  Downloads: These aspects shows the details 
to be considered when a web site includes 
files to download such as to inform the file’s 
weigh, the file’s content, etc.

10.  Published documents: the published docu-
ments must include information about them-
selves such as date.

11.  Forms: the forms to be filled by a user are 
very important to grant the web site quality. 
They must cover the following ítems:

To allow the user to fill them in a clear  ◦
way with clear labels such as manda-
tory fields.
To show clear error messages, etc. ◦

These are some of the aspects included in this 
category.

12.  Administrative procedures: this category 
includes information about administrative 
procedures and services offered by the lo-
cal government, such as appointments to 
get driver license, information about taxes, 
etc.

13.  Icons: This category reinforces the impor-
tance of adding icons to the web site such 

Table 1. Quantity of aspects organized by concept and hierarchy 

Assigned Points Hierarchy FR NA US AC IN VE FU

5 Essential 28 20 13 23 5 5 3

4 Very Significant 17 8 14 25 3 3 4

3 Significant 30 12 18 16 7 4 8

2 Desirable 4 1 4 1 6 5 6

1 Optional 3 1 2 0 1 0 1

Quantity of Aspects 82 42 51 65 22 17 22
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as send a mail, print, more information, etc. 
It is very important to include the large text 
icon to increase the accessibility.

14.  Images and Sizes: this category includes 
all the facts about images (image’s format, 
weigh, label, etc.). It is very important for an 
image to be light, so the page can be loaded 
and seen very quickly.

15.  Web site’s information: this category in-
cludes local government information such 
as: Contact information (telephone numbers, 
town hall and other addresses, electronic 
addresses, maps and how to reach the Town 
Hall, buses, etc.). Government laws and 
regulations, Goals, Programs, Projects, 
Budget, Contracts, etc.

16.  Links: this category includes different 
characteristics about links such as: link’s 
format, links that allow linking the web site 
with national or international organizations, 
etc.

17.  Lists: if the web site includes lists, they must 
be clearly labeled.

18.  Main menu: it is the most important of all 
the web site’s menu, so this category shows 
different characteristics about it.

19.  Menus: this category shows all the charac-
teristics that must have “any” menu in a web 
site (main menu included).

20.  Navigators: It is very important for the web 
site to be crossbrowsing, which means that 
can be seen in a proper way no matter what 
navigator is used by the citizen.

21.  Resources: A municipal web site must count 
with some resources that add functionality 
to it. These resources have the following 
goals:

To increase communication: chat,  ◦
newsletters, complaints, newsgroups, 
etc.
On line Help: search, help options,  ◦
site map, FAQ (Frequently Asked 
Questions), etc.

To allow citizen’s participation:  ◦
citizen´s suggestions, web site’s sur-
veys, government’s surveys.

22.  Technology: This category covers some 
resources like: semantic search, RSS (Really 
Simple Syndication) and mobile sites.

23.  Text: this last category covers all the aspects 
that must have a text when included inside 
a web site. If a web site doesn´t add them, 
the user will have understanding difficulties 
such as abbreviations, acronyms and symbols 
without explanation, etc.

Annex #2 shows all the aspects considered 
during the research. They are organized by the 
categories explained previously.

Each category shows:

The aspect’s number used all over the • 
research.
The source from which the aspect was • 
taken.
The score that was given to each aspect • 
according to its contribution to the imple-
mentation of the concepts of friendliness, 
navigability, usability, accessibility, infor-
mation, veracity and functionality and also 
to its contribution to the implementation 
of the e-governance mainstays (will be ex-
plained in item 2).

Perfect total score

Adding scores of each of the 152 aspects, a site 
that fulfills all of them would have an ideal score 
of 1138 points, obtained from:

Friendliness: Score 309• 
Accessibility: Score 268• 

• Usability: Score 192
Navigability: Score 171• 
Information: Score 71• 
Functionality: Score 68• 

• Veracity: Score 59
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The list shown above has been organized by 
concept’s score in descending score’s order. It can 
be watched that the highest score belongs to the 
Friendliness concept (309 points), followed by 
Accessibility concept (268 points), and Usability 
concept (192 points), as a consequence of the 
“User Centered Design” which is the research’s 
approach.

The perfect score of 1138 points, could be 
achieved by a web site that had implemented the 
152 aspects proposed by the authors in its design 
and contents.

Web sites’ Evaluation

The 30 municipality web sites were observed and 
analyzed by the research team to check if they 
fulfill each one of the 152 aspects shown in An-
nex #2. The results of this survey were marked 
in a spreadsheet, assigning the web site the corre-
sponding score of every aspect only in the positive 
cases. Afterward each score was added, and that 
sum is the total score of each web site.

Figure 2 shows the percentage obtained by 
each municipal web site. The municipality web 
site’s percentage is obtained dividing the web site 
score by the perfect (1138) score and multiplying 

Figure 2. Percentage of fulfillment of each municipality

Table 2. Percentage of fulfillment of the 7 highest total scores municipalities. 

Municipality

Concept Lujan Morón Vicente Lopez San Fernando Pilar San Isidro Ituzaingo

Friendliness 78% 77% 81% 73% 73% 75% 65%

Navigability 82% 72% 77% 71% 71% 68% 80%

Usability 82% 80% 75% 71% 74% 68% 68%

Accessibility 69% 74% 69% 68% 62% 71% 74%

Information 62% 75% 63% 75% 79% 69% 58%

Veracity 54% 69% 54% 73% 66% 61% 69%

Functionality 56% 40% 32% 60% 56% 49% 40%

TOTAL 74% 73% 71% 71% 69% 69% 68%
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its result by 100: Percentage = (Municipality Score 
/ Perfect Score) x 100

The “Municipality Score” will always be less 
or equal to the “Perfect Score”. As an example it 
can be mentioned Lujan Municipality, which got 
a score of 837 points, so the calculation is:

(837 / 1138) x 100 = 73.55% (rounded 74%) 

It can be watch that no municipality web site 
exceeds 75% of the perfect score. The highest 
score belongs to Lujan Municipality which got a 
percentage of 74%.

It is noticeable that most of the municipality 
web sites (23 municipalities from 30 municipali-
ties) exceed the 50% of the perfect score.

There were 2 municipalities that didn´t have 
a government web site when the surveys was 
done.

Table 2 shows the percentages of fulfillment 
of each concept obtained by the 7 municipality 
web sites that achieved the 7 best total score and 
therefore the best percentages. The gray cells 
belong to the best percentage by concept (highest 
percentage by row).

According to the survey, the highest percentage 
(82%) belongs to the navigability and usability’s 
concepts, followed by friendliness’s concept 
(81%), information’s concept (79%), acces-
sibility’s concept (74%) and veracity’s concept 
(73%). The lowest percentage (60%) belongs to 
the functionality concept.

Figure 2 shows the total score obtained by 
each municipal web site in descending order by 
total score.

It can be watch in Figure 2 that Ituzaingó 
Municipality, that was 7th in overall ranking, got 
the first place in Accessibility which is one of the 
main concepts that allow accessing the web site to 
handicapped users.

It can be watch too, that Moron Municipality, 
that was 2nd in the overall ranking, didn´t get the 
first place in any concept.

Table 3 shows the quantity of municipality 
web sites that fullfil the 7 concepts of design and 
contents with the ranks of: less than 40%, between 
40% and 70%, and greater than 70%.

Analyzing Table 3 it can be notice that:

More than 33% of the web sites got more • 
than 70% of the perfect score for friendli-
ness and only 18% of the web sites got less 
than 40% of friendliness.
50% (14) of the municipality’s web sites • 
fulfil between 40% and 70% of the perfect 
score. Again, only 5 web sites got less than 
40%.
There are very few municipality web sites • 
that fulfil more than 70% of the perfect score 
for usability. 60% of the web sites achieved 
a percentage between 40% and 70% and 
only 5 web sites got less than 40%.
Most of the municipality web sites (72%) • 
fulfil accessibility perfect score in a 

Table 3. Quantity of municipality web sites that fulfill the concepts of design and contents 

    Concept     Less than 40%     Between 40% y 70%     Greater than 70%

Friendliness     5     13     10

Navigability     5     14     9

Usability     5     17     6

Accessibility     4     20     4

Information     9     16     3

Veracity     6     21     1

Functionality     22     6     0
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percentage between 40% and 70%. Only 4 
web sites got more than 70%.
There are 9 web sites that have a poor im-• 
plementation of the information concept. 
In addition, it can be seen that only 3 web 
sites got more than 70% in this concept.
Only one municipality web site fulfils • 
the concept of veracity with a percentage 
greater than 70%. The rank between 40% 
and 70%, got 75% of the web sites, and 6 
web sites got less than 40%.
Functionality is the less fulfilled concept, • 
because 79% of the web sites implement it 
in percentage lower than 40%. In addition 
there is not any web site that got more than 
70%.
It is important to highlight that the most • 
municipalities in 6 of the 7 concepts be-
longs to the rank between 40% and 70%. 
Only the functionality concept has the 
most municipalities (22) in its lowest per-
centage (less than 40%). It can be watch in 
this concept too, that no municipality web 
site exceeds 70%, and only 6 web sites be-
long to the 40% and 70% rank.
As it was quoted above the most fulfilled • 
concept was friendliness and the less one 
functionality.
Accessibility, information and veracity are • 
the concepts that fulfil the most of the web 
sites in this rank.

Founded deficiencies

A list of main deficiencies founded on analyzed 
web sites is shown here:

Technical Characteristic

1.  Main page is not centered (21%): When 
maximizing main page all content stays on 
left side of the window

2.  Opposing design of secondary web pages and 
main page (21%): Different colors, menus, 
fonts, etc

3.  Links to external sites are not opened on a 
separated window (25%): When opening a 
link of an external site the content of cur-
rent explorer window is replace by the new 
location

4.  Intro can only be skipped when it’s fully 
loaded (4%): There is no external link to 
skip intro. User must wait the full loading 
of the intro to be able to skip it.

Content - Based

5.  Versions in other languages (8%): 
Municipality web sites are not tourist or 
general information sites, they are oriented to 
offer services to citizens, and it’s no relevant 
having contents in different languages

6.  Doesn’t have links to external sites (29%): 
It’s important to show relevant links of other 
useful government web sites for example: 
Taxes, Tourism, etc

7.  Basic Municipality information is missing 
(46%): Some relevant information is missing 
like addresses, telephone numbers, schedules 
for services, etc

8.  Doesn’t have a geographical map (75%): 
Web site has no geographical map to allow 
citizens to know the physical place where 
the city hall is placed and how to reach it

9.  Missing contact form (38%): There is not 
a contact form to allow citizens to fill per-
sonal data in order to ask for help or give 
suggestions

10.  Missing contact form and e-mail address 
(4%): There is no way to electronically 
contact Municipality

Functional

11.  No search engine is present (50%): None 
simple or advance search are present to al-
low to find data inside web site

12.  Site Map is missing (50%): Sitemap is not 
present to allow to see web site contents at 
a glance
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13.  Site Map and Search Engine missing (21%): 
There is no a quick way to see if some de-
termined information is present at the web 
site, the only solution is to open all pages 
browsing from menus and links to find what 
is wanted. This can discourage users for us-
ing the site

14.  Only simple search is present (39%): No 
advance search is present to allow experi-
enced users to find data in a quicker way

15.  Showing an Intro page (29%): Intro pages 
are useful for example for tourisms pages 
to show pictures, of the place but for mu-
nicipality web sites that are oriented to bring 
services this only can slow down to user 
experience

16.  Web site has sound (13%): In an service 
oriented web site sound can be nuisance after 
a while and doesn’t bring any advantage to 
the user experience

17.  Doesn’t have on-line help (88%): No help is 
offered explaining procedures about using 
the web site

18.  No Menu on Main Page (4%): No organized 
menu is present, only some isolated links or 
buttons are present inside the body of the 
main page

19.  Menus are not present on secondary pages 
(19%): Menus of the main page are lost when 
entering on a secondary page.

E-GoVERnAnCE MAInstAIns

E-governance can be represented as the intersec-
tion of two nowadays social phenomenons: global 
communication, created from ICTs (Information 
and Communication Technologies) and a new 
scope of governance, where the citizen takes an 
active role, instead of the traditional passive re-
ceiver of the government’s decisions and actions. 
E-governance idea has evolved in time and with the 
experience based in different countries and com-
munities’ implementation. One of the mainstays 

that have evolved is the communication between 
citizen and government. This communication 
can be active or passive, where the role that the 
government plays is to provide news, information 
and services. While the citizens play the passive 
receiver role of the issues that the government 
decides to deliver. This point of view is old and 
primitive.

Starting from the ICTs possibilities, it is con-
sidered that better e-governance implementation 
entails interactive communication between gov-
ernment and citizen, where both of them plays 
the sender-receiver role.

The government as:

Services, information and news deliverer. • 
Besides the government can show its ac-
tions, decisions, purchases, budget, laws, 
contracts, decrees and every other infor-
mation that contribute to transparency.
Suggestions, opinions, complaints, con-• 
gratulations and control receiver, sent by 
the citizens.

The citizen as:

Suggestions, opinions, complaints and con-• 
gratulations sender and control performer.
News, information and services receiver.• 

The citizen becomes an active individual and 
increases his participation in the government us-
ing the tools provided by e-governance, instead 
of being a passive individual who receives, and 
lots of times “suffers” government’s actions and 
decisions.

This interactive communication allows im-
proving the real democracy concept. This can 
be found in the communication between local 
government and its community where govern-
ment’s decisions and actions have positive or 
negative influence in each one of the citizens and 
their families.
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Interactive communication brings both par-
ties a lot of advantages. It allows the citizen to 
exercise his rights, to control the government’s 
actions and decisions and to participate in the 
government process. It allows the citizen to look 
up information, to perform online pays, transac-
tions, and questions. Interactive communication 
allows the government to gain transparency, and 
to provide citizens with more efficient services, 
saving time and money.

Transparency becomes a key concept and 
mainstay in e-governance improving. This main-
stay allows reducing corruption, increasing the 
government’s credibility and responsibility, to 
favor citizen’s participation and to know their 
opinions. So the government has to inform on 
taken decisions and their enforcement following 
rules and regulations. This information must be 
available to all the citizens in an easy to understand 
and to find, format with free, friendly, true and 
accessible contents.

The following classification, based in the 
UNESCO (UNESCO, n.d.) specification, shows 
e-governance’s basic mainstays and also fields 
of application.

1.  Electronic administration (e-administration): 
It refers to improve the internal working of 
the public sector and its agents’ administra-
tion, with new ICT information process.

2.  Electronic services (e-services): It refers to 
provide information and delivering services 
to citizens. It also includes information on 
events, shows, public transportation, dis-
trict’s maps, job vacancies, employment’s 
policy, budget, purchases and contracts. 
Some examples of interactive services 
are: request for public or legal documents, 
certificates, appointments, on line tax and 
services payment.

3.  Electronic democracy (e-democracy): It 
refers to increase the engagement of citizens 
in public decisions and actions by using the 
ICTs. Some examples are: opinion polls, 

forums, panels, blogs, chat rooms, referen-
dums, mailing lists, e-mail, bulletin boards, 
direct contact with government agents and 
representatives, opinions, suggestions, com-
plaints, frequently asked questions and their 
answers.

The authors navigated each one of the 30 
municipality’s web sites checking if the web 
sites fulfills or not each one of the 152 aspects 
shown above.

The municipality’s total score was obtained 
adding the score of each aspect if the web site 
implements it and 0 if it doesn´t.

According to “good governance” character-
istics, explained in (Castro & Mlikota, 2002), 
the following basic mainstays were added to the 
previous ones by the research team.

4.  Electronic transparency (e-transparency): 
“means that decisions taken and their en-
forcement are done in a manner that follows 
the rules and regulations. It also means that 
information is freely available and directly 
accessible to those who will be affected 
by such decision and their enforcement. 
It also means that enough information is 
provided and that it is provided in easily 
understandable way and media”. It crosses 
through the last two concepts (e-services and 
e-democracy). It can be seen as e-services 
when delivering information on the govern-
ment’s actions and decisions for the citizens 
to know why the government takes them. It 
also can be seen as e-democracy, because 
the government provides the citizens with 
information and communication channels 
that allow them to participate in decisions 
and to control the government.

5.  Active and passive communication: As it was 
previously explained, active communication 
can be thought as a two way communica-
tion, where both actors send and receive at 
the same time and passive communication 
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as one way communication where one actor 
always send and the other always receive.

The research is focused in the following main-
stays: e-services, e-democracy, e-transparency, ac-
tive communication and passive communication. 
The concept of e-administration is considered an 
internal government function, and it is not measur-
able from the web sites.

Aspects selection

Using a subset of 80 aspects from the 152 defined 
previously it is possible to analyzed data from the 
point of view of e-governance mainstays.

Therefore the sources of the aspects are the 
same as those explained above in 1.5.1. Each 
one of the selected aspects contributes to one or 
more of the 5 e-governance mainstays: e-services, 
e-democracy, e-transparency, Active Communica-
tion and Passive Communication. The following 
list shows the source of the 80 selected aspects 
organized by quantity and the percentage.

W3C + ONTI: 60 (75%)• 
PUB: 7 (9%)• 
RT: 13 (16%)• 

The scale, the relevance level and hierarchy 
used to evaluate each aspect are the same explained 
in item 1.5.1

The level “Essential” (score 5) is assigned 
to those aspects that are indispensable for the 

fulfilment of one or some of the mainstays of 
e-governance. The relevance level decreases as 
the aspect becomes less important. One aspect 
can contribute to different mainstays at the same 
time and also can get different score according 
to different mainstays. Some examples are: “The 
web site has e-mail or contact form” contributes 
to the e-democracy, active communication and 
e-transparency. The aspect “The web site shows 
government’s purchases and contracts”, contrib-
utes to e-services, passive communication and 
e-transparency. The aspect “The web site includes 
the curriculum vitae of the government’s agents”, 
gets a score 3 for e-services (information), it also 
gets score 3 in passive communication, but it gets 
score 5 for e-transparency.

Table 4 show the aspects selected by the re-
search team. Each aspect is shown with its score 
on the five mainstays of e-governance: e-services 
(SER), e-democracy (DEM), e-transparency 
(TRA), active communication (ACC), and passive 
communication (PAC). For each mainstay there 
are two columns. The first column represents 
aspects quantity and the second the ideal score if 
they all were fulfilled.

Annex #2 shows the design and contents aspects 
that were selected by the authors because they 
contribute to the five e-governance mainstays’ 
implementation. The aspects are organized by 
the same categories used previously.

Table 4. Aspect’s quantity and perfect score by each mainstay. 

Score Hierarchy SER DEM TRA ACC PAC

5 Essential 10 50 17 85 13 65 12 60 15 75

4 Very Significant 1 4 1 4 0 0 1 4 1 4

3 Significant 21 63 11 33 10 30 8 24 23 69

2 Desirable 11 22 0 0 5 10 2 4 10 20

1 Optional 9 9 0 0 2 2 1 1 8 8

Perfect Total Score 52 148 29 122 30 107 24 93 57 176
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Perfect score

The following list shows the perfect score or-
ganized by each one of the five e-Governance 
mainstays, and the total perfect score:

Active Communication: 93• 
E-services: 148• 
E-democracy: 122• 
E-transparency: 107• 
Passive Communication: 176• 

A municipality’s web site that would have 
implemented the 80 aspects would have reached 
the perfect score of 646 points.

Mainstays Evaluation

Taking the 28 municipalities websites of Buenos 
Aires Urban Cone (see Figure 1) the score for 
each site is analyzed from the point of view of 
e-governance mainstays: e-services (SER), e-
democracy (DEM), e-transparency (TRA), active 

Table 5. Mainstays’ percentage and total percentage 

    Municipality     SER     DEM     TRA     ACC     PAC     Total Percentage

    San Fernando     73.33     72.13     70.09     61.29     78.77     72.35

    Pilar     78.67     67.21     65.42     60.22     80.45     72.20

    Morón     72.00     63.93     68.22     45.16     80.45     68.36

    San Martín     63.33     65.57     57.01     51.61     70.95     63.13

    San Isidro     67.33     54.92     60.75     49.46     68.16     61.60

    Malvinas Argentinas     64.00     57.38     52.34     58.06     62.57     59.60

    Ituzaingo     50.00     63.93     58.88     40.86     64.25     56.68

    Lujan     68.67     48.36     36.45     52.69     63.13     55.76

    Moreno     49.33     60.66     62.62     40.86     61.45     55.76

    Lomas de Zamora     58.67     43.44     42.99     39.78     58.10     50.38

    Vicente Lopez     65.33     33.61     37.38     36.56     58.66     48.85

    Lanús     47.33     48.36     51.40     26.88     58.66     48.39

    Tigre     49.33     49.18     42.06     36.56     55.87     48.08

    Florencio Varela     54.00     43.44     42.06     31.18     58.66     48.08

    Marcos Paz     50.00     43.44     45.79     45.16     48.04     46.85

    Almirante Brown     41.33     48.36     42.06     26.88     53.63     49.09

    La Matanza     52.00     39.34     30.84     30.11     54.75     43.78

    Quilmes     56.67     31.15     32.71     21.51     57.54     43.16

    Tres de Febrero     54.67     19.67     28.97     16.13     50.84     37.33

    Avellaneda     34.67     40.16     32.71     19.35     46.37     36.41

    Presidente Perón     43.33     29.51     22.43     25.81     43.02     34.72

    Esteban Echeverría     34.67     33.61     18.69     29.03     36.87     31.64

    Hurlingham     36.00     25.41     22.43     13.98     40.22     29.80

    José C. Paz     20.67     17.21     18.69     8.60     20.58     19.05

    General Rodríguez     6.67     0.00     0.00     0.00     5.59     3.07

    San Vicente     3.33     0.00     0.00     0.00     2.79     1.54

    Berazategui     2.67     0.00     0.00     0.00     2.23     1.23

    Merlo     1.33     0.00     0.00     0.00     1.12     0.61
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communication (ACC), and passive communica-
tion (PAC).

From table 5 it can be notice that:

• Only 5 (16%) of the municipality’s web sites 
reach more than 60% overall percentage. 17 
(57% of the evaluated web sites) reached 
a percentage between 30% and 60%, and 
there are 8 (27% of the evaluated web sites) 
that are below 30%.
Only 4 web sites exceed the 60% of the total • 
score assigned to e-transparency, 16 of them 
achieved a percentage between 30% and 
60%, and 10 web sites don’t reach 30%.
It is important to remark that there’s none • 
municipality web site where active commu-
nication exceeds passive communication.

total score

Adding the score obtained by each web site in 
the 5 mainstays, the total score for each website 
is shown and the fulfillment percentage was cal-
culated as is show in Figure 3

ConCLUsIons

Through the present chapter it can be watched 
that municipality web sites from the Buenos Aires 
Urban Cone don’t satisfy all the rules established 
by the ONTI nor W3C consortium. The research 
checked that there is no pattern for the site’s de-
sign. The icons for common action are different 
(Contact, Site Map, Search…) also the place of 
the same content in different sites is different, etc. 
This and other differences can be seen not only in 
different web site but in different pages of the same 
web site (21% of the analyzed web sites, changes: 
colors, font type, place of menus, etc.).

The research team could often watch web sites 
hosted in different servers, developed with differ-
ent technology. A very high number of these sites 
doesn’t have site map and some of them doesn’t 
provide search box so it is very difficult for the 
user to navigate the entire site to see if he can find 
the information he is looking for.

After checking and testing in each one of 
the municipality web sites the aspects regarding 
design and contents established in this work, 
differences, problems and lack of some aspects 
of the web sites were analyzed, and afterwards it 

Figure 3. Percentage of total score by municipality’s web site
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was possible to determine a score that shows the 
actual position of each web site regarding some 
aspects of e-governance properly documented. 
43% of the web sites don’t reach the 50% of the 
aspects that we consider are very useful to bring 
the citizens closer to e-governance.

From the overall evaluated mainstays, only • 
36% of the municipalities fulfill more than 
50% of the perfect score.
46% of the municipality’s web sites got a • 
score between 50% and 30% of the perfect 
score.
18% of the municipality’s web sites got a • 
score less than 30% of the perfect score.
Friendliness and Accessibility were the • 
most fulfilled concepts.
Functionality was the less fulfilled • 
concept.

Regarding the five e-governance mainstays, 
this work reveals that only 5 municipalities 
over 30 (17%), have developed web sites with 
an actualized focus on electronic governance, 
giving citizens not only the opportunity of get-
ting electronic services, but also the possibility 
of participation with government with critics, 
opinions and suggestions.

About 57% (17 municipalities) got a score • 
between 30% and 60% for e-governance, 
another 26% (8 municipalities) implement 
e-governance in a primitive way, and there 
are another two municipalities with no web 
site at all.
From the overall evaluated mainstays, • 
only about 30% of the municipalities fulfill 
more than 50% of them.
The municipalities with the higher scores • 
in e-services and e-democracy, also have 
the higher scores in active and passive 
communication.
In most of the cases, e-services scores were • 
greater than e-democracy ones and passive 

communication is always greater than ac-
tive communication.

According to each municipality web site place 
in the overall ranking it can be said that:

6 of the 28 municipality web sites keep the • 
same place in the overall ranking.
4 got a place with a difference of 2 from • 
one ranking to another.
There were 2 municipalities that got the • 
greatest difference (8 places). Both of 
them got better place in e-governance 5 
mainstays than in design and contents 7 
concepts.
Only one municipality web site got a dif-• 
ference of 7 points more in design than in 
e-governance.
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KEY tERMs And dEFInItIons

Accessibility: It is the chance of a product or 
a web service of being accessed and used by the 

greatest possible number of people, regardless 
individual limitations or limitations of context 
of use.

Active and Passive Communication: Active 
communication can be thought as a two way com-
munication, where both actors send and receive 
at the same time and passive communication as 
one way communication where one actor always 
send and the other always receive.

E-Governance: “It regards adopting ICT 
(Information and Communication Technologies) 
normative by the public government with the aim 
of improving the delivery of information and 
services to their citizens. Therefore, it promotes 
the community participation in the decision mak-
ing process in order to increase the government’s 
responsibility, transparency and effectiveness” 
(Following UNESCO).

Electronic Democracy (E-Democracy): It 
refers to increase the engagement of citizens in 
public decisions and actions by using the ICTs. 
Some examples are: opinion polls, forums, 
panels, blogs, chat rooms, referendums, mailing 
lists, e-mail, bulletin boards, direct contact with 
government agents and representatives, opinions, 
suggestions, complaints, frequently asked ques-
tions and their answers.

Electronic Services (E-Services): It refers 
to provide information and delivering services to 
citizens. It also includes information on events, 
shows, public transportation, district’s maps, 
job vacancies, employment’s policy, budget, 
purchases and contracts. Some examples of in-
teractive services are: request for public or legal 
documents, certificates, appointments, on line tax 
and services payment.

Electronic Transparency (E-Transparency): 
It means that decisions taken and their enforce-
ment are done in a manner that follows the rules 
and regulations. It also means that information 
is freely available and directly accessible to 
those who will be affected by such decision and 
their enforcement. It also means that enough 
information is provided and that it is provided in 
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easily understandable way and media”. It crosses 
through the last two concepts (e-services and 
e-democracy). It can be seen as e-services when 
delivering information on the government’s ac-
tions and decisions for the citizens to know why 
the government takes them. It also can be seen as 
e-democracy, because the government provides 
the citizens with information and communication 
channels that allow them to participate in decisions 
and to control the government.

Friendliness: User must be able to browse 
web sites no matter his skills level. Communica-
tion language should be simple allowing to access 
main contents in a clear way. Example aspects are: 
Categorized Information, Color contrast

Functionality: It is defined as the possibility 
to allow citizens’ access to services like: informa-
tion, administrative procedures, payments, state 
of debts, etc, without the need of personally going 
to City Hall, saving time, money and effort for 
both the citizen and de council. That’s why our 
vision of web sites is oriented to “User Centered 
Design”. Example aspects are: Printing of forms, 
tracking administrative procedures.

Information: Information regarding munici-
pal government and its activities is one of the basic 
services that a municipal web site must provide. 
The citizen logs to a municipal web site basically 
to get information on schedules, time tables, news, 
addresses, taxes, and so on, because it is gener-
ally quicker, easier and cheaper to query a web 
site instead of phoning or going to the town hall. 
From the government point of view, information 
delivered on the web site, becomes an advantage 
because the citizens can get to it at any time, with-
out long queues, and clerks to attend those people. 
The information provided by the web site must be 
true, opportune, up to date and relevant.

Navigability: Navigability is the way with 
which the user, actually the municipality’s citi-
zen, is able to move through a web site in order 
to access all the web pages that belong to it. This 
movement (navigation) through a web site is 
performed by the use of buttons, icons, hypertext, 
hyperlinks, menus, etc., that allows the user to 
move from one page to another, or from one site 
to another, depending on the user’s will. All this 
site-user’s interaction must be performed in the 
simplest and clearest way.

Usability: It is defined as the quality of user 
experience when interacting with a product or 
system. ISO 9241-11 standard defines usability 
like: The ability of a product of being used by a 
user to reach specifics goals with effectiveness, 
efficiency and satisfaction, inside a particular 
user context. ISO 13407 defines user centered 
design like: User active participation and clear 
knowledge of user requirements and tasks; Correct 
function localization between user and technology; 
Interaction of solutions design; Interdisciplinary 
design. Usability can be measure by several as-
pects like: Effectiveness; Efficiency; Satisfaction; 
Easy to learn; Easy to remember; Errors rate and 
severity

Veracity: Government web site cannot have 
disclaimers of its own information. Published 
information must be of informative character 
(updated, real, and relevant for the one that is 
accessing the site). Example aspects are: Updated 
News, Contradictory information, Web site stan-
dard unification will be designed to allow any 
user that has already use a government web site, 
to apply all previously learned procedures to the 
new upcoming site. Example aspects are: Show 
on every page the path to reach it from the home 
page, Banner with organization name.
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Chapter 8

Changing the Rules:
Injecting Content into Computer Games

André Koscianski
UTFPR – Federal University of Technology, Brazil

IntRodUCtIon

Many subjects studied in science, engineering and 
technology present a procedural character, rep-
resented by sequences of events and interactions 

involving elements inside a system. For instance, 
protein synthesis, water cycle and current flow 
in galvanic cells are a few examples of contents 
studied in secondary and undergraduate curricula 
that present such characteristics. Modern systems 
exhibit increasing structural complexity and intricate 

ABstRACt

The increasing availability of information and communication technology makes it possible to explore 
new concepts and strategies in teaching and learning processes. The reduction of cost and the ameliora-
tion of processing power of computers allow bringing to the classroom software of greater complexity. 
This way, the use of simple computer presentations is gradually replaced by hypermedia systems capable 
of combining different kinds of information. Interactive simulators represent a next step, allowing stu-
dents to participate in an active process of experimentation. These tools make use of numeric models to 
represent the dynamics of systems with high accuracy. Video games can blend the numeric and media 
capabilities of computers with a presentation format that provides a pleasant experience and promotes 
a deep engagement in activities. These characteristics have a positive impact on learning results, ex-
plaining the interest on such software. The construction of educational games requires knowledge from 
very diverse fields, like pedagogy, cognitive psychology, computer graphics, simulation and software 
engineering. Each area of expertise has its own view from the issues involved; bringing together dif-
ferent professionals in a coherent manner can be a challenging task. This work describes tools to help 
organize the design and decisions during the implementation of an educational game. They facilitate the 
communication between project members, by documenting design options in different stages.

DOI: 10.4018/978-1-61520-763-3.ch008



162

Changing the Rules

behaviours; this can be observed in electronic 
devices, software and industrial processes. Sev-
eral abstract and conceptual problems have an 
algorithmic nature with similar aspects. Numerical 
calculus, system control and signal filtering are 
examples involving sequence of operations. These 
processes are, indeed, frequently described with 
the help of flowcharts.

Mechanisms that cannot be concretely ob-
served and that contain dynamic features are par-
ticularly hard to study and understand. In this case, 
students are required to figure out the functioning 
of a system from models and descriptions, most of 
the time using static diagrams and texts. Systems 
where several activities occur simultaneously are 
even more complicated to deal with.

Information Technologies can be used to ad-
dress many issues in this context. Hypermedia 
software enables the combination of texts, sounds 
and animated images, contributing to clarify ex-
planations and to enhance the cognitive experience 
of the students. Simulation programs go one step 
further and provide interaction, allowing students 
to formulate and test hypothesis, independently 
or under teacher guidance. This creates a space 
of experimentation and can be identified with a 
learn-by-doing paradigm, generally recognized 
as more effective than passive learning to absorb 
information.

Computer games share with simulators the 
capability to handle user interaction. This function-
ality is carefully projected to obtain an engaging, 
enjoyable environment. The user acceptance is a 
central objective to developers, who must create 
compelling activities inside a pleasing scenery; 
the success of a video game can be measured by 
its capability to keep users focused on the action. 
In essence, this is similar to what teachers strive 
to do in class and is one of the factors that explain 
the interest in edutainment.

Video games have a strong potential in 
pedagogical applications, but their construction 
with this objective still lacks well established 
methodologies. Computer interfaces are unusual 

blackboards and teachers are not acquainted with 
all the ergonomic issues that permeate their de-
sign. On the other side, computer developers do 
not have the necessary background to deal with 
pedagogical requirements. Finding the correct 
balance between playfulness and information 
transmission remains an open issue. Besides 
this, the translation of contents from biology, 
chemistry and other areas into the video game 
vocabulary of symbols, images and characters 
still relies primarily on the creativity of teachers 
and programmers. These problems stand on an 
interdisciplinary boundary, not fully explored in 
the current literature. It relates teaching-learning 
methodologies with the development of computer 
applications targeted at education.

tHE RoLE oF GAMEs 
In EdUCAtIon

Facilitating the transfer of information is a central 
issue in the teaching-learning process. Teachers 
combine texts, diagrams and oral expositions 
in order to explain subjects under different per-
spectives, creating several opportunities for the 
students to review, analyse and retain information. 
Nonetheless, the traditional tools used in class-
room, like slides and books, are not completely 
adapted to describe dynamic processes. Repre-
senting this kind of phenomena on a blackboard 
can be a daunting task. The wrong choice for the 
diagrams or the sequence of events can make it 
difficult for the students to follow the explana-
tions, or give a false and frustrating impression 
of complexity. Systems where processes can oc-
cur in parallel add another complication for both 
teachers and students.

Complex mechanisms that involve large 
amounts of information represent another barrier, 
forcing teachers to fragment the presentation of 
material. The result is often an abstract, highly 
theorized view that requires the students to con-
struct mental representations:
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“If the student does not bring a preconceived 
model to class, then we must ensure that a viable 
hierarchy of models is constructed and refined as 
learning progresses” (Ben-Ari, 1998).

Videos and multimedia may circumvent many 
representation and communication difficulties, 
providing direct, immediate explanations. They 
help students make sense of texts and oral exposi-
tions, giving rise to better analysis (Newhouse et 
al. 2007). Graphical animations can be as effective 
as traditional lessons (Baker 1988; Davies, Goel, 
& Nersessian, 2005) and, in some cases, can help 
students learn faster (Dharaskar, Bajpayee, Chube, 
& Thakre, 2005).

Interactive multimedia introduce additional 
capabilities: simulators and virtual worlds allow 
controlling equipment and modifying parameters 
in virtual experiments. These tools contribute to 
a shift from passive to active learning (Shaffer 
2006) and provide means for students who need to 
experience things in order to assimilate knowledge 
(Felder & Breng, 2004). The Figure 1 depicts a 
of these different instructional means.

The terms listed along the axes of Figure 1 
make a loose classification of media, according 
to their usage in a pedagogical context. Texts are 

likely to require the greater effort to be constructed 
and interpreted, owing to the requirement that 
information is accessed in a linear manner. Dia-
grams improve on this aspect and are more suited 
to represent chunks of data (Gobet et. al, 2001), 
but as it happens with texts, their meaning can not 
be correctly understood if a certain background is 
lacking, like a lexicon established in class. Films 
and animations are closer to the reality and, in this 
sense, require little or no translation effort; the 
dynamic operation of a system can be observed, 
instead of conceived by the student. There are 
indications that the dynamic character of these 
media increases retention (Mayer & Anderson, 
1992, Champoux, 1999). The same characteristic 
applies to simulations, with the addition that the 
object of study can be manipulated (Tan, Biswas, 
2007). Users can deduce the operation of the sys-
tem from causal relations, or by examining the 
internal mechanisms if they were made accessible 
through the simulator.

Given the appropriate conditions, texts, videos 
or software can be used in class to implement a 
specific instructional design, like problem-based 
learning. However, static representations are 
mainly used to transfer information; in fact, the 

Figure 1. Different media used in education
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students do not perceive them as a space where 
the learning occurs. Interactive tools, on the other 
hand, may have this connotation. The interaction 
with software allows a user to follow different 
paths of experimentation and require the planning 
of actions. During these processes, information is 
gathered, hypothesis tested and knowledge may be 
constructed. The sensation of having control over 
the outcome of an experiment, even simulated, is 
essentially different from a tacit assumption that a 
given mechanism will function as described.

Video games are a particular case of interactive 
multimedia software, conceived with the primary 
objective of entertaining. As a consequence, the 
use of games to teach seems at first paradoxical: 
playing is a leisure activity that should relief stress 
and fatigue, while studying is generally viewed as 
an imposed task. The key to bridge this gap is the 
fact that an educational video game will still be 
perceived as fun, as long as the action is centred 
around the idea of playing (Fisch, 2005).

Enjoyment is a key ingredient for motivation, 
contributing for awareness and information reten-
tion. Moreover, it is not bound to any particular 
activity such as playing. This fact received special 
attention from the researcher Miháli Csikszentmi-
hályi, who describes this psychic state as “optimal 
experience” or Flow (Csikszentmihályi, 1990). 
His studies pointed to a set of characteristics that 
are present in flow episodes:

People feel apt to conclude the activity;• 
The goals of the task and the progress of • 
the users are clearly identified;
People experience a loss of self-conscious-• 
ness and are highly focused on the task at 
hand;
People disconnect from the surrounding • 
reality; there is a distorted sense of time;
Flow experiences are naturally rewarding, • 
dismissing any additional recompenses ex-
ternal to the activity itself.

Video games are associated with most of the 
cited characteristics, sometimes occupying users 
for hours. The positive relations between motiva-
tion, flow state and games have been established 
from an educational perspective (Facer, 2003; 
Hildmann, Hainey, & Livingstone, 2007) and 
constitute an important argument in favour of the 
use of games as learning tools (see also Egenfeldt-
Nielsen, 2005).

Besides their fun character, games provide 
a rich cognitive environment. Sounds, colours 
and images may be used to group and to classify 
information. These elements function as sensory 
clues, helping students to make associations and 
create mnemonics.

GAME BUILdInG BLoCKs

The first game consoles were released in the 
seventies; only thirty years later, the costs of 
development of a single title reached millions of 
dollars. Game programming became a serious 
business, requiring the careful application of 
engineering methods.

The implementation of games relies exten-
sively on the software engineering principle of 
reuse and on component-based and modular de-
signs. They constitute solutions for quality control 
and to handle architectural complexity. There are 
specialized code libraries for every subsystem in 
a game, like artificial intelligence, geometry and 
physics simulation. Besides software artefacts, 
developers maintain catalogues of elements like 
geometric models, characters and sets of rules. 
These components are essential to accelerate the 
implementation and also form the basis to several 
genre classifications (Bethke, 2003; Dondlinger, 
2007; Owen, 2004; Rollings & Morris, 2000).

The construction of a new title begins with the 
creation of a concept and proceeds by choosing 
and shaping the elements that will implement it. 
Artefacts such as sound tracks, scenery and mul-
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timedia can be treated simply as non-functional 
requirements; the whole software life cycle can 
be handled with classic engineering methodolo-
gies.

Educational objectives bring an additional, 
unusual dimension: pedagogical quality (Amory 
& Seagram, 2003). As it happens with interface 
design, pedagogical requirements may be ad-
dressed with the help of heuristics (Chalmers 
2000; Desurvire, Caplan, & Toth, 2004; Mallone, 
1980). Checklists of qualitative criteria are com-
mon tools used to guide the development. Some 
examples of heuristics applicable to educational 
games are:

match class and game activities (Howard, • 
2006);
match learning styles and contents presen-• 
tation (Carver, Howard, & Lane, 1999);
add ‘gameability’ to an existing teaching • 
tool, like a simulator (Galvão, 2000);
follow guidelines about assessment and • 
language (Johnson & Schleiyer, 2003).

Each game genre is, in principle, more closely 
related to a given instructional design. For instance, 
hit-miss titles can give an immediate feedback 
which may correspond to a behaviourist approach. 
Examples of application are activities to practice 
a skill as musical perception, or to memorize 
information like multiplication tables. Certain 
construction puzzles seem less interesting for 
repetitive tasks, but allow students to explore dif-
ferent paths of action to solve a problem. Finally, 
role-playing games and virtual worlds give much 
flexibility to dispose contents along a storyline, but 
require a careful planning to present information 
in an adequate way.

Most educational titles fall in the category 
of quizzes and questionnaires, which are easy to 
conceive but are extremely limited vis-à-vis the 
diversity of instructional designs and games that 
exist. This is indeed an indication of the difficulty 
to integrate these two universes.

ModELLInG dYnAMIC 
PHEnoMEnA In GAMEs

The basis of most video games is to conduct the 
user through intense, non-stop interactions, pro-
viding a certain level of challenge but avoiding 
frustration. Action titles put the player in control 
of objects in a simulated world obeying Newtonian 
mechanics, where properties like speed, friction 
or weight help mimic reality to make a credible 
experience. Humans seem highly sensitive to these 
kinetic clues, despite the limitation of interfaces 
to only visual and auditory stimuli. Players tend 
to follow the motion of objects on screen with 
their bodies, may get motion sickness (Bos, Bles, 
& Groen, 2008) and show physiological stress 
responses like increase of blood pressure (Hébert, 
Béland, Dionne-Fournelle, Crête, Lupien, 2005). 
These effects may occur even with modest graphic 
resources.

Genres like sports and action are very popular; 
the high acceptance of these games among the pub-
lic (Berk, 2008) make them an interesting choice 
for educational purposes. However, the success 
of this objective requires the learning contents to 
be interwoven into the interface in an authentic 
manner, preserving the original character of the 
software. This is not easy to achieve; the transla-
tion of educational contents into video games is 
frequently based on the creativity of developers, 
a factor that can lead to erratic results.

In order to improve the predictability of this 
process, a systematic approach is described in 
the following sections. It provides guidelines to 
conduct the developer through the conceptual 
creation of the software, making more evident the 
possible design alternatives. The method aims to 
help teachers and programmers to reduce the strict 
dependency on creativity, by providing means to 
reveal a range of applicable game designs. It does 
not place limits nor preclude any modifications 
along the way.
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describe the system Under study

The first step in order to conceive an educational 
game is to accurately describe the mechanisms of 
the system being studied. This description will 
delimit the scope to be treated, the possible pre-
requisites and allow identifying the core concept 
of the game. Indeed, all these aspects are essential 
during the conception of any learning materials, 
from text and slides to multimedia.

Diagrams are very adequate for this task; they 
are universally used in science and technology to 
make descriptions and blueprints. They can con-
vey dense information using simple construction 
rules. In many cases, there is a unique one-to-one 
correspondence between a mechanism and its 
representation, avoiding possible ambiguities.

UML – Unified Modelling Language (Booch, 
Rumbaugh, & Jacobson, 2005) encompasses a 
series of different diagrams. It was originally 
devised for software engineering, but has enough 
generality to describe a variety of systems exhibit-
ing complex semantics. The activity diagram is 
one of the most intuitive UML representations. 
It does not require a technical background to be 
used and is particularly adequate to deal with 
sequences of actions.

An activity diagram resembles a flowchart, 
with support for decisions, iterations, parallel-
ism and synchronization. To clarify its use in the 
project of a game, a simple biochemical process 
has been chosen: the photosynthesis, outlined in 
Figure 2.

The round-corner boxes represent actions 
and the rectangles represent physical objects or 
informations. Each part of a system may be treated 
with a different level of detail, revealing minor 
features or hiding entire mechanisms in single 
boxes. The system may also be decomposed into 
several diagrams that can be directly used in the 
game project, for example to define different 
levels and puzzles. During this early stage of the 
game conception, the teacher will decide which 
aspects of the phenomenon are more relevant to 
be presented.

The diagram in Figure 2 is partitioned into two 
chemical reactions: the first is activated by solar 
light to produce ATP, while the second converts 
CO2 into a more complex organic compound 
(G3P or Glyceraldehyde 3-phosphate), used in 
the synthesis of sugar. The proposed diagram 
emphasizes the identification of the principal 
chemicals in the photosynthesis, but simplifies 
the Calvin-Benson Cycle. A possible instructional 

Figure 2. UML activity diagram for the photosynthesis process
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objective here would be to lead the students to 
describe and explain this system.

List Possible Game Actions

Creating a representation of physical processes, 
suitable for a video game, has a parallel with 
making a translation. Elements from the real 
world are replaced with game building blocks, 
like sprites, actions and rules. This change must 
preserve causal relations, synchronization and 
other relevant characteristics, in order to ensure 
the coherence between the system being studied 
and the model constructed for the software.

The UML activity diagram clearly shows 
sequences of events, mechanisms and elements 
that compose a system. The actions contained 
in the diagram are central to the definition of a 
game. The dynamic aspects of a phenomenon 
can be captured by numerous game metaphors, 

like moving projectiles, sprites and obstacles, or 
changes in colour, size and speed.

The terms listed in Table 1 provide examples 
of game actions and different meanings that can 
be associated with them. The list was obtained 
from an analysis of different titles and genres and 
provides an initial reference.

The first column of the table contains keywords 
with the general meaning of a group of verbs. 
The second column lists the corresponding ac-
tions, which can be found in actual games. The 
last column of the table brings examples that can 
take place in real systems.

In the case of the Figure 2, the molecules are 
a natural choice for the sprites that will perform 
visible actions on the screen. They can be repre-
sented by icons, bubbles, insects or any object or 
character, two or three dimensional, that can give 
rise to a set of rules and a storyline. The adequacy 
of the theme to a given public and age range can 

Table 1. A list of game actions 

Meaning Game actions Examples of use

movement walk, run, jump, swim, dive, fly, drag, push, 
pull, climb, descend, fall, bounce, guide, enter, 
exit, tele-transport

transport, remove 
organize, classify

selection, deselection hit, touch, drop, place, paint, mark, aim, click, 
catch, 
clear away, enter or exit an area

select object, property or action 
start or stop a process or mechanism

throw cause another action to happen, 
hit, harm, drop

trigger event, start process

avoid deviate, hide, disable, disengage avoid wrong choice of element or avoid an operation

build, assemble glue, cover, paint, attach, create an instance construct or complete an object 
assemble a molecule, a machine

disassemble detach, destroy an instance, dig, remove step back during assemble, 
detach an element

connect, turn on trace, draw, drag, create a path, open a door link, bind, compose, start flow 
relate concepts, properties or objects 
identify right/wrong relations 
construct or complete an object

disconnect, turn off break, unlink, split, close a door or barrier halt a process 
stop or pause an action

fill accumulate, paint, store accumulate material or property 
increase quantity

empty spend, use, dig, clear, burn spend, destroy 
decrease, reduce
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be postponed while the ideas are enumerated. The 
adaptations can be done later by modifying the 
decor and the characters, generally with little or 
no repercussion on the rules and objectives.

The choice of the molecules as sprites opens 
several possibilities:

movement: the molecules are thrown and • 
must be directed to the correct reaction; 
or, the right chemicals must be selected as 
products exiting a reaction;
selection or connection: the correct sub-• 
stances must be associated with specific 
reactions;
fill and use: the player chooses and con-• 
sumes the right number of molecules for 
each reaction.

Besides objects, sprites can also represent ac-
tions. This is particularly useful when the object 
of an action is implicit or is not represented at all, 
as it happens with the Calvin-Benson Cycle in the 
right part of the Figure 2. Each phase of the cycle 
may be represented by a game object, controlled 
by commands like move, select or sort.

derive Possible Game designs

Once the dynamic objects and actions have been 
identified, the alternatives for implementation 
become more evident and can be refined in one or 
more design options. At this point a catalogue of 
game genres would be useful to seed a brainstorm 
or discussion and storyboards can be drawn to 
communicate ideas. The initial rules and game 
objectives can also be derived during this phase.

Table 2. A summary of possible designs for the photosynthesis game 

Overall idea Rules and objectives Distracters

Molecules are ballistic pro-
jectiles. The player controls 
the angle and the force of the 
shots using the position of the 
mouse (no values are typed).

The molecules are thrown towards moving targets 
and the resulting chemicals fall from them. The player 
must catch or select molecules in the lower part of 
the screen. 
Changes between night and day may be used to switch 
between reactions. 
A cannon consumes ATP; low reserves must be 
administered.

Additional, unwanted molecules and other 
obstacles, move on screen; they block and 
remove targets.

Molecules are represented by 
moving bubbles and reactions 
by rectangular regions.

The bubbles move freely and must be dragged to the 
correct areas. 
Resulting chemicals are new bubbles that exit the 
reactions.

Bubbles that touch each other blow. An object 
– a bird or a plane – moves on the screen and 
also blows or consumes bubbles.

Coloured dots represent mol-
ecules that must be joined. 
The screen switches between 
two modes: day and night.

The player must connect molecules of the right type, 
using lines drawn with the mouse. The whole game 
field scrolls continuously. When a pair ADP-H2O is 
obtained, it is transformed into one ATP and one O2.

The lines drawn by the player must not cross 
any obstacle. The speed of the game increases 
with time. Wrong substances appear on the 
screen to confound the player.

Space Invaders The player must aim and hit the correct substances 
(enemy spaceships). They are accumulated and when 
the right amount is obtained, the game shifts between 
the two reactions of Figure 2.

Power-ups and different weapons are available 
along the game. They may be distributed, or 
must be bought using credits or points.

Reactions and molecules 
are moveable objects. The 
reactions are controlled by 
the user. 
Substances are represented by 
icons or by name.

The player guides a spaceship or a boat that represents 
a reaction, towards the correct molecules that must be 
hit. The resulting chemicals are expelled behind the 
vehicle. 
When sufficient molecules of one type are obtained, 
the spaceship switches between the light reaction and 
the Calvin-Benson Cycle, requiring the pilot to target 
different substances.

The inertia of the vehicle requires skill to be 
controlled. 
The player must deviate from wrong mol-
ecules, like pollutant substances. 
Enemy ships may attack the player.
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Another feature to consider is the inclusion of 
distracters. They are genuine game elements that 
temporarily take the user’s attention away from 
the contents being studied. They improve the 
software making it more fun and help to balance 
the design between enjoyment and instructional 
objectives. An example of distracter is an interme-
diate game phase, containing a puzzle, a pinball 
or an arcade, that the player must win in order to 
advance to new levels. Hidden passages, extra 
points, enemies and bonuses can also be used. 
The inclusion of these items distributed along the 
storyline makes the game more fun and motivates 
the users to continue playing in order to discover 
new surprises.

The Table 2 develops the ideas listed for the 
photosynthesis game. Each line describes differ-
ent game objects, rules and the corresponding 
objectives; the highlighted verbs correspond to 
actions from the repertory listed in Table 1. Dif-
ferent distracters are also suggested.

Refine the Game design

When the theme has been chosen, the developers 
can start to detail the game contents and refine 
architectural requirements for the implementation. 

The use of prototypes is very convenient to help 
artists, teachers and programmers have a better 
perception of the software. Each person can form 
a picture from the storyboard that does not match 
the way objects move and look on the screen. A 
prototype allows evaluating these aspects and may 
also be used to make the first adjustments to the 
parameters that control the game difficulty.

The Figure 3 depicts two prototype screens, 
corresponding to the ideas described in the last 
line of the Table 2: a classic arcade shooting game. 
The genre is well known and the general principle 
of playing – shooting and deviating – makes it 
simple for users to understand the software. The 
theme is generally well accepted among players 
of different ages and is easy to modify without 
adding complicate rules.

The Figure 3 shows two possible screens. 
The player controls a spaceship and collects or 
shoots the substances as it moves. The computer 
pilots the enemies and fires projectiles against 
the player. In the right view of Figure 3, the 
sprites have been hidden; this is an effect that 
can be used in certain moments of the game, in 
order to ensure that the students will memorize 
the name of the substances and not only the cor-
responding icons.

Figure 3. Two prototype screens for the photosynthesis game
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The game opens the way for the inclusion of 
additional concepts. For instance, the balance 
of substances can be indicated by ‘energy’ bars. 
Different spaceships can be used to represent 
the photo reaction and the Calvin-Benson cycle. 
Other molecules and reactions can be included, 
as the glycolysis that uses G3P, or the produc-
tion of carbon monoxide by combustion at high 
temperatures. The whole game scenery can be 
shown as a mini-universe that is part of a plant 
leaf, opening the way to study other phenomena, 
like the physics involved in the transport of liquids 
in vascular plants.

While the game details are elaborated, the 
parameters that control the difficulty must also 
be identified. Certain methods to implement this 
function, like limitations of time, may have an 
impact on the internal architecture of the software. 
Other strategies, like adding lives or power-ups, 
may involve changes in the rules and should be 
discussed early during the project. The definition 
of variables and parameters that have a technical 
character should be avoided, in favour of values 
that can be easily understood and modified by 
everyone involved in the project. For instance, 
the maximum depth of a search algorithm can 
be replaced by an estimate of the success rate of 
the computer.

Finding the ideal level of difficulty requires 
tests with groups of different users. A method to 
directly select any level or phase of the game, like 
a hidden menu, can be very helpful. To facilitate 
the calibration of the parameters, they should 
be easily accessed and modified by testers, for 

example by means of scripts and configuration 
files. The Table 3 enumerates some parameters 
that can be implemented this way.

In the case of an educational game, it may 
be necessary to adjust parameters that are di-
rectly related to the subject being taught. Some 
examples are values in equations and number of 
items that compose a problem. Generally these 
values can be randomly chosen by the software, 
but this process must be carefully controlled. 
Teachers should provide limits and constrains, 
like combination of values that must be avoided 
by the game, because they may lead to irregular 
or invalid results. In some cases the formulation 
of an inverse problem is possible, so that given 
a range of correct answers, the software can cal-
culate the initial values of the question that will 
be shown to the player.

The automatic control of difficulty is an 
interesting feature to envisage, but it is hard to 
implement and still constitutes a research subject. 
This function would allow a game to automati-
cally adjust the level of challenge, avoiding the 
frustration of users who can not finish a level and, 
inversely, increasing the difficulty when a skilled 
player quickly solves puzzles and problems. Gen-
erally the use of predefined sets of parameters 
give good results, allowing to provide levels of 
increasing difficulty or different modes of opera-
tion, like ‘easy’, ‘medium’ and ‘hard’.

The Figure 4 summarize the steps presented 
in this section. They were arranged according 
to a sequence for clarity purposes. During the 
actual project, the workflow does not necessar-

Table 3. Examples of parameters used to control game difficulty 

Game parameter Notes

time limits Can be used to challenge the user and to simulate the duration of physical phenomena. 
Easy to adjust.

accuracy of computer controlled adversaries Can be implemented with simple probabilistic rules to determine hit or miss.

number, size and speed of obstacles Require extensive testing but the effects of changes are immediately perceived.

number of lives and power-ups, number of 
recharges of fuel and ammunition

Adjusting the quantity and distribution of these items is more difficult than other parameters 
and should be based on the average user progression.
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ily follows a strict linear ordering. Tasks may be 
performed in parallel and cycles of evaluation-
adjustment are likely to occur as well.

A division between “game space” and “peda-
gogic space” is sketched in Figure 4. The square 
boxes in the left list general information and 
elements employed in the design and implementa-
tion of games, while the right part of the figure 
lists information more specific to the project of 
educational software. The “instructional design” 
in the figure is meant to contain several topics, 
like instruction goals, strategies for exposition, 
evaluation and revision.

To improve the clarity of the diagram, software 
artefacts, artwork and other elements appear 
associated only with the activities more closely 
related to them. As an example, the choice of a 
definitive soundtrack would be expected to take 
place as the team approaches a final design. In 

fact, especially composed scores may require the 
visualization of complete sceneries and graphical 
artwork. However, the inverse is also possible, 
with a music background serving to inspire the 
scenery, the rhythm of playing activities or even 
the plot of the game. Similarly, a rendering en-
gine is part of the final product, but functional 
characteristics like availability or not of special 
graphical effects must be considered early as 
restrictions to the software conception.

The first two steps, “Draw activity diagram” 
and “Identify objects and actions” are essentially 
descriptive and objective. Relations between the 
subject to be studied and other phenomena or 
disciplines should be clearly stated during this 
phase. This can be helpful during the develop-
ment of the project, for example providing 
hints for sceneries that show the application of 
concepts.

Figure 4. Overview of steps in pedagogical game construction
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Storyboards and brainstorm sections are essen-
tial tools to perform the next steps, where the initial 
game possibilities are refined. If the development 
team does not have worked together, some points 
will require special attention. An instructor who 
never got involved with software development 
may find it difficult to foresee the implementation 
effort associated with a given scenery or object 
behaviour. At the same time, programmers and 
systems analysts may show a tendency to conduct 
the project in the benefit of software architecture 
or efficiency of implementation. This posture is 
frequently unconscious and may be the result of 
lack of experience. The project leader must balance 
the views from teachers and game developers in 
order to find the best compromise solution.

Prototypes and executables with limited func-
tionality help to evaluate the game design and 
to spot problems and inaccuracies. The cost of 
developing prototypes is largely compensated by 
the reduction of risks, specially in large projects. 
By running a prototype, teachers and students act-
ing as test users can have a first impression of the 
game and evaluate its interface and functionality. 
Not rarely, their conceptions with regard to aspects 
as layout, ergonomy or clarity of interface differ 
from those of the development team. Eventually, a 
prototype may help to make the first adjustments 
in the game difficulty.

Tests and inspections of the software should be 
performed by teams distinct from those in charge 
of the implementation. This principle maximizes 
the objectivity and effectiveness of the reviews and 
can be applied to every phase of the project.

IntEGRAtInG A GAME In 
tHE CLAssRooM

The project and implementation of educational 
video games follow the same general criteria used 
with other digital learning objects. For instance, 
a characteristic like self-contained information is 
a basic requisite for materials that can integrate a 

repository and that will be reused under different 
contexts. Portability is another important attribute, 
breaking the dependence on specific platforms; 
games implemented with technologies like Java 
can be executed practically on any computer. The 
cost of using technologies in the classroom is a 
concern to administrators that must be addressed 
by developers.

An educational video game can be used by 
teachers in several different ways. If the students 
are allowed to install their own copies at home, 
the software becomes an instrument to review 
a subject, or at least a reminder that invites to 
study in an agreeable manner. In this sense, the 
recreational character of games contributes to 
create a positive atmosphere in the class; students 
tend to be very sensitive to the efforts made on 
this sense. A simple pause to play an educational 
game in a computer laboratory can help to make 
students more comfortable and more willing to 
participate.

Games are generally used as a means to review 
subjects that have been taught in formal classes, 
but in some cases it is also possible to invert this 
process: the software can be used to introduce 
new contents that will be discussed and detailed 
later. The game scenery can help the teacher 
and students, by functioning as a reference to 
explain dynamic aspects of the phenomenon be-
ing studied.

Finally, in certain cases a game can also have 
a role as an assessment tool. Business simulation 
games are already used with this purpose. The 
evaluation process is not automatic: it is continu-
ously performed by the teacher, who follows the 
progress of the participants as they explore and 
solve problems inside a virtual world. The software 
may assist teachers by providing quantitative data, 
like statistics of success, time spent and number 
of tasks accomplished.



173

Changing the Rules

ConCLUsIon And REMARKs

The human capability to automate tasks and the 
need to communicate with each other are strong 
driving forces, which have transformed our society 
through all its history. The transmission of culture 
and the teaching of science are intrinsically part of 
this process, at the same time using the available 
technology and helping its progress. The transfor-
mations are fast: in a matter of few decades, we 
jumped from vacuum tubes restricted to research 
laboratories, to computers embedded in cell phones 
affordable to adolescents at school.

This speed of change seems to outpace the 
means used for the transmission of knowledge. 
Textbooks at school are constantly updated to 
reflect the changes in the society and work; how-
ever, objects and technologies of everyday use 
take longer to make their way to our classes. The 
use of computers in education is still considered 
a recent or new idea and, in a significant part 
of schools, it is restricted to office software and 
simple internet tasks.

Teachers and programmers can not bridge this 
gap uniquely from their own perspectives. The task 
of projecting educational software is not different 
from other contemporary professions, requiring a 
combination of specialized knowledge and cross 
competencies. Fortunately, most issues involved 
in the question can be treated by applying the 
correct methodologies to each different aspect 
of the problem.

The present chapter approaches the problem in 
a methodical manner to facilitate a crucial point 
of interdisciplinary projects: the communication 
among teams with different expertises. The inter-
action between teachers, artists and developers 
must be managed so that it evolves into straight 
collaboration, to obtain a coherent and efficient 
product. The text shows when and how common 
tools, like storyboards, diagrams and checklists, 
can be used to organize the software project and, 
at the same time, help to improve the exchange 
of information.
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KEY tERMs And dEFInItIons

Code Library: A piece of software that 
implements a function, calculation or other data 
processing and that can be reused to build another 
software.

Content Translation: A given study subject 
must be represented in a appropriate way, in order 
to be perceived as an authentic element compos-
ing a videogame.

Educational Game Design:This is a special-
ized branch of software development, requiring 
the blending of software engineering techniques, 
videogame technology and expertise in instruc-
tional design.

Educational Videogame: This term encom-
passes a broad range of software and entertain-
ment devices like portable games, which can be 
targeted at educational purposes.

Game Vocabulary: Every videogame is com-
posed of a set of characters, actions and storyline. 
These elements must form a coherent, harmonious 

group in order to provide an agreeable, convincing 
experience to the players.

Geometric Model: A numeric representation 
of a two-dimensional or three-dimensional object, 
suited for computer processing

Non-Functional Requirements: A set of 
constrains, qualities or criteria that describes the 
operation of a computer software, without specify-
ing functions or specific behaviours

Representation of Dynamic Systems: Study-
ing complex, dynamic mechanisms can be very 
difficult with traditional methods. Replacing ab-
straction with metaphors and static descriptions 
with dynamic images are efficient pedagogic 
means.

Software Ergonomics: Field of study con-
cerned with the easy of use, efficiency, understand-
ability and other aspects of interaction between 
humans and software.

UML: Unified modelling language, a pictorial 
language used to specify software architecture.
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IntRodUCtIon

One of the main problems that software developers 
have to deal with is the unexpected and continuous 

evolution inherent to all software systems. This 
evolution implies that successful software systems 
must change or become less satisfactory (Lehman 
& Belady, 1974). Improving the separation of con-
cerns (Parnas, 1972) in those software systems is 
likely to ameliorate their adaptability for changing 

ABstRACt

Aspect-Oriented Software Development (AOSD) aims at solving the problem of encapsulating cross-
cutting concerns, which orthogonally crosscut the components of a system, in units called aspects. 
This encapsulation improves the modularization of a system and in consequence its maintenance and 
evolution. In this work, the authors propose a systematic process for the migration of object-oriented 
systems to aspect-oriented ones. This migration is achieved in two main phases: crosscutting concern 
identification (aspect mining) and code transformation (aspect refactoring). The aspect mining phase is 
based on dynamic analysis and association rules to identify potential crosscutting concerns. The aspect 
refactoring phase, on the other hand, uses inference rules to identify the refactoring that can be applied. 
The whole process is described and its application on a real system is assessed.
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environments. This separation of concerns is of 
vital importance in order to avoid many of the 
problems that complicate software engineering: 
degradation of software comprehensibility, inva-
sive modifications due to maintenance and evolu-
tion tasks, reduced reusability of the developed 
artifacts and limited traceability (Tarr, Ossher, 
Harrison, & Sutton, 1999).

Aspect-Oriented Programming (AOP) (Kic-
zales et al., 1997) is a programming paradigm that 
promotes the separation of concerns in software 
systems. Particularly, AOP provides mechanism 
for the correct encapsulation of crosscutting 
concerns. Such concerns crosscut the dominant 
decomposition of the application restricting the 
separation of concerns on software. For instance, 
tracing, persistence or synchronization are com-
mon examples of crosscutting concerns. Code 
related to these crosscutting concerns can show 
two symptoms of bad modularization: it can be 
scattered over the whole project or it can be tangled 
with other code (Hannemann & Kiczales, 2001). 
AOP introduces a new modularization unit, called 
aspect, whose goal is the encapsulation of these 
crosscutting concerns.

The migration of an object-oriented software 
system into an aspect-oriented one is far from 
being a trivial task. Due to the large size of the 
implementation and the lack of sound documen-
tation there is a need for tools that automate the 
identification, quantification and refactorization 
of crosscutting concern into aspects of the new 
systems. A first step towards achieving this goal 
is to discover the different crosscutting concerns 
present in the code, in order to decide whether they 
are aspect candidates for a future system. The task 
of identifying the crosscutting concerns that are 
amenable for an aspectoriented implementation 
is called aspect mining (Kellens, Mens & Tonella, 
2007). Transforming those crosscutting concerns 
to aspects of the new systems is regarded as aspect 
refactoring (Kellens, Mens & Tonella, 2007).

This work presents a comprehensive approach 
to perform the gradual evolution of an object-

oriented system to an aspect-oriented one. The 
proposed approach aims at assisting the developer 
in: performing the evolution process, automat-
ing most tasks involved in this process, taking 
advantage of precise aspect mining techniques, 
and applying different types of aspect refactor-
ings. We argue that the migration from an OO 
system to an AO one improves the structure and 
quality of the software, and thus eases software 
evolution. Besides, we believe that the provision 
of semi-automated support to help the developer 
to discover crosscutting concerns and to encap-
sulate them into aspects is beneficial. A novelty 
of the proposed approach is the use of dynamic 
analysis together with data mining techniques 
for identifying candidate aspects. In addition, an 
aspect refactoring process based on existing types 
of refactorings is presented, which automates the 
major steps of the migration.

The chapter is organized as follows. Firstly, the 
whole process is presented and its different steps 
are detailed. Next, the aspect mining and refac-
toring techniques are introduced and explained 
through a toy example. The following section 
presents the results of applying the full migration 
process on real software system. Afterwards, the 
related work is presented and the conclusion and 
future works are drawn.

tHE APPRoACH

The proposed approach consists of two main 
phases (Figure 1): (i) aspect mining, and (ii) 
aspect refactoring. The first phase receives an 
object-oriented system (to be evolved) as input, 
and produces a number of candidate aspects as 
output. These aspects are identified by making 
a dynamic analysis of the system and applying 
association rules. The information of candidate 
aspects and the initial system’s source code are 
then passed to the aspect refactoring phase. In 
this phase, different refactorings are evaluated 
and eventually applied to the code. As output, 
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this second phase generates a new version of the 
system that contains aspect-oriented final code.

The whole approach is supported by an Eclipse-
based prototype tool called AspectRT (Aspect 
Refactoring Tool). This tool helps developers to 
carry out the evolution process by automating 
parts of the tasks involved in each phase. The tool 
asks the developer for information that cannot be 
inferred like the name of the aspects, methods or 
attributes. The developer also needs to confirm 
real candidate aspects to be migrated.

A dYnAMIC APPRoACH 
to AsPECt MInInG

In this section the basic concepts for dynamic 
analysis (Ball, 1999) and association rules 
(Agrawal & Srikant, 1998) are presented, then 

the proposed aspect mining process is introduced 
and finally an example of its application on a toy 
example is explained.

dynamic Analysis Basics

As Ball (1999) put forth, dynamic analysis is the 
analysis of the properties of a running program. 
While this definition is quite vague, it encompass 
a wide range of techniques which base their func-
tion on the analysis of data gathered during the 
execution of programs. For instance, software 
testing, profiling or some program comprehension 
techniques are based on dynamic analysis.

Dynamic analysis techniques have as a pre-
condition for their utilization the definition of one 
or more execution scenarios, where an execution 
scenario is an instance of one or several use cases 
(Jacobson, 1995). Generally, those scenarios are 

Figure 1. Integration of aspect mining with aspect refactoring
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used to exercise the system and obtain execution 
traces. Execution traces register the methods that 
are called while the system is running.

Methods for Collecting Data

According to Salah and Mancoridis (2004) there 
are three methods for collecting runtime data: 
source code instrumentation, compiled code 
instrumentation and profiling-based data col-
lection. The first one entails inserting additional 
sentences to the entire or parts of the source code 
of an application. The second one involves the 
instrumentation of compiled code, which is widely 
used to instrument Java bytecode. Lastly, the third 
method is based on debugging and profiling, this 
method does not require code instrumentation.

The proposed approach employs an aspect-
based tracing mechanism developed using AspectJ 
(Kiczales et al., 2001), an aspect-oriented lan-
guage, in order to instrument the target application 
(Figure 2). Depending on the kind of weaving 
used, static or load-time, the instrumentation 
can be over the source code or over the compiled 
application.

As depicted in Figure 2, when a given applica-
tion is exercised through an execution scenario, 
the tracing mechanism creates an execution trace 

containing all the invoked methods and a dynamic 
call-graph consisting of call-relations between 
pairs of methods. For example, the call-graph of 
Figure 2 has an arc from ClassA.meth1 to ClassB.
meth1 since during a system execution meth1 of 
ClassA invoked meth1 of ClassB.

Dynamic Analysis Benefits 
and Limitations

The use of dynamic analysis for program com-
prehension or reverse engineering has several 
benefits and limitations with respect to static 
analysis based approaches.

As being noted by some authors (Cornelissen, 
Zaidman, van Deursen, Moonen, & Koschke, 
2009; Ernst, 2003), dynamic analysis techniques 
share a number of benefits. First, these techniques 
enable a goal-oriented strategy, so the user can 
concentrate on the parts of the system she is in-
terested. Second, they are precise regarding the 
use of polymorphism in object-oriented systems. 
Moreover, Stroulia (2002) claims that in order to 
understand today software systems, i.e. object-
oriented systems with components distributed in 
multi-tier architectures, developers need runtime 
analysis tools to complement the traditional view 
of the reverse engineering static tools.

Figure 2. Simplified view of the tracing mechanism
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On the other hand, several drawbacks on the 
use of dynamic analysis have been previously 
described (Cornelissen et al., 2009; Ernst, 2003; 
Koschke & Quante, 2005). First of all, dynamic 
analysis techniques yield partial results. Since all 
dynamic techniques are safe only with respect to 
the input that was actually considered during run-
time to gather the information, generalizing from 
these data may not be safe. For instance, software 
testing only demonstrates the presence of errors 
yet not their absence. Secondly, sometimes is dif-
ficult to determine which scenarios executions are 
needed in order to trigger the program elements of 
interest. A further problem is the scalability issue 
due to large amounts of data that may affect the 
cognitive load the human can deal with. Finally, 
the observer effect, i.e. the phenomenon in which 
software acts differently when under observation, 
might pose a problem for multi-threading or multi-
process software.

In general, both static and dynamic based 
approaches can be applied to a single problem, 
producing results that are useful in different con-
texts (Ernst, 2003). Concerning the aspect mining 
problem, previous experiences have shown that 
static and dynamic aspect mining techniques yield 
complementary set of results when applied on the 
same case study (Ceccato et al., 2006).

Association Rules Concepts

Association rule mining extract interesting cor-
relations, frequent patterns, associations or casual 
structures among sets of items in the transaction 
databases or other data repositories (Kotsiantis & 
Kanellopoulos, 2006).

Two types of patterns can be found in as-
sociation rule mining (Hegland, 2003). A first 
type is “if-then-rules” and are of the form: “If a 
customer buys milk then she also buys bread”. 
That kind of pattern is regarded as an association 
rule. A second type relates to co-occurrence of 
items in a database transaction: “A customer buys 
bread and milk together”. That kind of pattern is 

regarded as a frequent itemset. The discovery of 
frequent itemsets is simpler than the discovery of 
association rules; moreover, one can see that the 
discovery of the first pattern can be based on the 
discovery of the second one.

Formally, let I = {i1, i2, …, im} be a set of items. 
Let D be a set of database transactions where each 
transaction T is a set of items such that T ⊆ I. An 
association rule is an implication in the form X 
⇒ Y, where X, Y ⊂ I are sets of items called item-
sets, and X ∩ Y = ∅ (Agrawal & Srikant, 1998). 
Moreover, X is called antecedent while Y is called 
consequent, the rule means X implies Y.

There are two important basic measures for 
association rules, support (s) and confidence (c) 
(Kotsiantis & Kanellopoulos, 2006). The support 
s for a rule X ⇒ Y is the number of transactions 
T that contain X and Y. The confidence c for a 
rule X ⇒ Y is the number of transactions T that 
contains X and Y regarding the overall number of 
transactions that contains X (Agrawal & Srikant, 
1998).

A set of items is referred to as an itemset. 
The support count of an itemset is the number of 
transactions that contain the itemset. An itemset 
satisfies minimum support if the support count 
of the itemset is greater than or equal to s. If an 
itemset satisfies minimum support, then it is a 
frequent itemset (Han & Kamber, 2006).

Association rule mining is a two step process 
(Han & Kamber, 2006):

1.  Find all frequent itemsets. Those itemsets 
will occur at least as frequently as a minimum 
support count threshold.

2.  Generate association rules from the frequent 
itemsets. The resulting rules must satisfy a 
minimum confidence threshold.

Applying Association Rules to 
discover Crosscutting Concerns

The proposed aspect mining technique consists in 
the generation of execution traces and its analysis 
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with association rules algorithms. The outputs of 
the technique are seeds that indicate the presence 
of scattering symptoms on the subject application. 
Particularly, those seeds pinpoint two well known 
kind of crosscutting concerns: role superimposi-
tion and consistent behavior concerns (Ceccato 
et al., 2006; Marin, Van Deursen, & Moonen, 
2007).

Figure 3 depicts the process used to discover 
crosscutting concerns in object-oriented sys-
tems.

This process is divided in three phases. The first 
one encompasses all the activities concerning dy-
namic analysis: definition of execution scenarios 
(step 1.1), setup of the tracing mechanism (step 
1.2), instrumentation of the subject system (step 
1.3) and executions of the system according the 
scenarios defined in the first activity (step 1.4). 
The output of this phase is a set of execution traces 
and a call-graph. The second phase takes as input 
each execution trace and the call-graph and uses 
an association rule mining algorithm to extract 
the patterns (step 2.1). Then, the obtained rules 
are analyzed according to a set of post-processing 
filters (2.2). The ‘Redundant rules’ and ‘Utility 
methods’ filters discard association rules that are 
considered spurious for the developer analyzing 
an application; alternatively, the ‘Identification 
filters’ tag those rules that could represent an as-
pect candidate. The rest of the rules are discarded. 
Finally, the developer has to browse the resulting 

set of rules and confirm which candidates are seeds 
and which ones are false positives.

Association Rule Mining 
from Execution Traces

Applying data mining techniques (Han & Kamber, 
2006) on a set of execution traces yield patterns 
consisting of methods and classes executed during 
runtime. An execution trace is made of method 
calls obtained during the execution of a given sce-
nario; consequently, executing different scenarios 
on the same program should yield different execu-
tion traces. Even though, sometimes the same class 
could collaborate in the realization of multiple use 
cases, so a method belonging to a class can be in 
several use case traces. Thus, classes and methods 
that are present in more than one execution trace 
are good candidates of crosscutting concerns, 
since their behavior is orthogonal to the executed 
functionality. The proposed approach employs 
association rule algorithms (Agrawal & Srikant, 
1998) to find those methods and classes that are 
present in more than one execution trace.

In order to generate association rules from a 
set of execution traces, each execution trace is 
considered as a transaction T and the methods 
contained in all the traces as the set of items I. 
Therefore, the transactional database D consists 
of several execution traces, which is the input 
for the association rule algorithm. Particularly, 

Figure 3. Aspect mining phases
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the Apriori (Agrawal & Srikant, 1998) algorithm 
was used to find the association rules.

The resulting association rules are then post-
processed by several association rules filters. The 
next section introduces and gives examples on 
each kind of post-processing filter.

Post-Processing Filters

The proposed approach defines two kinds of 
post-processing filters for association rules. The 
first kind, discards rules that are considered to be 
spurious since they do not provide any knowledge. 
Examples of such spurious association rules are 
rules that include utility methods in their anteced-
ent or consequent (e.g. Main.main ⇒ JWindows.
show) and redundant association rules. The second 
kind identifies association rules that may uncover 
the presence of potential crosscutting concern, and 
hence are regarded as ‘Identification filters’.

Redundant Rules Filter
This filter removes association rules that capture 
the same semantic information. For example, 
given rules A ⇒ B and B ⇒ A those two rules 
present the same information although the rules 
are different. If both rules have similar support 
and confidence values, then one of them can be 
discarded.

Utility Methods Filter
Association rules that include utility methods, like 
‘main’, ‘toString’, ‘hashCode’, ‘hasNext’, among 
others, must be removed because these methods 
are not evidence of crosscutting concerns.

Identification Filters
In order to identify potential aspect candidates 
from the set of generated association rules to 
filters were defined. The first one target methods 
that could correspond to superimposed roles on 
the classes. While the second one, target methods 
that implements crosscutting behavior and could 
correspond to a consistent behavior concern.

Concept Filter

The concept filter looks for methods that belong 
to a concern implemented using naming con-
ventions or aspectizable interfaces (Tonella & 
Ceccato, 2005), and which behavior is present in 
several execution traces. A rule A.m ⇒ B.m’ will 
be tagged as an aspect candidate if the signature 
of m is equal (or similar) to the signature of m’ 
and the confidence value c of the rule exceed a 
minimum confidence threshold. As a result, this 
filter target methods of classes that are called 
together to fulfill some responsibility that is ap-
parently orthogonal to the executed scenarios. 
The confidence value ensures that the methods 
in the consequent are activated together with the 
methods of the antecedent during the execution 
of the scenarios, enforcing the assumption that 
those methods collaborate in the realization of 
the same responsibility.

Recurrent Consequent Filter

When two or more rules share the same consequent 
(A.m1 ⇒ B.m2 and D.m3 ⇒ B.m2), the immediate 
assumption is that the method of the consequent is 
consistently invoked from the methods included 
in the antecedents of the rules. The method of the 
consequent could be implementing functionality 
that is required from various places of the system 
(like a ‘log’ method). Therefore, the existence of 
such method is a possible indicator of consistent 
behavior concern. The recurrent consequent filter 
is defined as follow: given an association rule A 
⇒ B, where A and B are methods, the following 
conditions must hold,

An arc from A to B exists in the call-graph. • 
This means that A call B during the execu-
tion of the scenarios.
B must be included as a consequent in • 
another association rule C ⇒ B that also 
holds the previous condition.
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Example: observer Pattern

This section explains the aspect mining technique 
through its application on an implementation of the 
Observer design pattern (Gamma, Helm, Johnson, 
& Vlissides, 1995). The same example was used 
by Hannemann and Kiczales (2002) to demon-
strate the benefits of using AspectJ (Kiczales et 
al., 2001) to implement design patterns.

The example, as depicted in Figure 4, is a 
figure package where the Point class plays the 
Subject role and the Screen class plays the roles 
of both Subject and Observer (of Point and it-
self). The crosscutting concerns that this pattern 
superimposes on both classes are: functionality 
for mapping between subjects and observers, 
the notification mechanism and the update logic 
(Hannemann & Kiczales, 2002).

In order to use the proposed approach, the first 
phase consist in the definition of two execution 
scenarios, the instrumentation of the source code 
through the tracing mechanism previously pre-
sented, and the execution of the system to obtain 
the execution traces and the call-graph.

Afterwards, the execution traces provide the 
input for the Apriori algorithm. The simply execu-
tion of this algorithm yields 70 association rules 
with support and confidence value set to 0.1. The 
support and confidence values were chosen in 
order to get the largest set of association rules.

The post-processing step removes 91% of the 
association rules, yielding only six association 
rules as the final set of seeds. For instance, the 
utility method filter discarded rules like Main.
main ⇒ Point.setColor or Main.main ⇒ Point.
addObserver. The redundant rules filter removed, 
for example, the rule Screen.addObserver ⇒ Point.
addObserver, because another rule exists with the 
same information: Point.addObserver ⇒ Screen.
addObserver. Both, the utility method filter and 
the redundant rules filter remove 56 from the 70 
generated association rules. From the remainder 
14 association rules the identification filters 
tagged 6 rules as candidate aspects and discarded 
the rest. Those six association rules are the final 
output of the proposed aspect mining process. 
Indeed, all of them correspond to crosscutting 
concerns (Figure 4): rule 1 correspond to the 
mapping subject-observer concern, rules 2, 3 y 4 
correspond to the notification mechanism concern 
and, lastly, rules 5 y 6 corresponds to the update 
logic concern.

To sum up, the proposed aspect mining ap-
proach was able to discover all the crosscutting 
concerns present in the analyzed source code 
and, what is more, it only generated six seeds 
reducing the user involvement during the aspect 
mining process.

Figure 4. Class diagram for the example (left) and final set of seeds (right)
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A RULE-BAsEd APPRoACH 
to AsPECt REFACtoRInG

The purpose of aspect refactoring is to achieve 
a process applicable to aspect orientation similar 
to the object-oriented refactoring process. The 
Fowler refactoring catalog (Fowler, 1999) de-
scribes how to reorganize object-oriented systems. 
Although, those OO refactorings are not applicable 
in an aspect-oriented system, since their applica-
tion breaks the links between aspects and the base 
code (Iwamoto & Zhao, 2003).

A variety of aspect refactorings have been 
proposed over the last years (Gamma et al., 
1995). In this context, and in order to facilitate 
the evolution process, it is desirable to have tools 
to support current and future refactorings. The 
proposed aspect refactoring approach is based on 
different kinds of aspect refactorings. Particularly, 
the approach uses the following classification 
(Hannemann, 2006):

• Aspect-Aware OO Refactorings: This in-
cludes those object-oriented refactorings 
which were extended and adapted to be 
used in the aspect-oriented paradigm. That 
is, this type of refactoring ensures that 
the OO refactorings correctly update the 
references to the AOP constructions. The 
Aspect-Aware OO refactorings have been 
discussed in (Hanenberg, Oberschulte, & 
Unland, 2003) (Iwamoto & Zhao, 2003).

• Refactorings for AOP constructs: The 
refactorings grouped under this type have 
the property of being specifically oriented 
to elements of the aspect-oriented program-
ming. Its objective is basically to improve 
the internal structure of aspects so that they 
are more legible and modifiable (Iwamoto 
& Zhao, 2003; Monteiro, 2004; Monteiro 
& Fernandes, 2005).

• Refactorings of CCCs (CrossCutting 
Concerns): The objective of this third group 
is to transform the crosscutting concerns 

into aspects. Regarding the basic idea of 
the aspect-oriented paradigm, these refac-
torings group the different concerns that 
are dispersed throughout the code while 
modularizing them into an aspect (Marin, 
Moonen, & van Deursen, 2005; Monteiro, 
2004).

The proposed approach follows an iterative 
process that starts with an object-oriented code and 
evidences of “aspectizable” code. This evidence is 
actually provided by the candidate aspects result-
ing from the aspect mining approach previously 
presented. Each cycle of the process produces a 
code refactoring by adding aspect-oriented code in 
AspectJ. For each piece of evidence that suggests 
aspectizable code in the system, the developer has 
to evaluate the application of one or more aspect 
refactorings that transform parts of the code into 
an aspect.

The main steps of the refactoring approach, 
as shown at the bottom of the Figure 1, are the 
following:

1.  Get evidences of aspectizable code: This step 
recovers the code that has been identified 
as aspectizable by the aspect mining phase. 
That is, there is a description of OO code 
attributes, methods, classes, etc. that should 
be transformed to encapsulate the crosscut-
ting concerns into aspects. The connection 
with the aspect mining process is achieved 
through a XML file, which contains a list of 
candidate aspects with relevant data about 
those aspects.

2.  Analyze possible refactorings of CCCs: This 
step examines the possibility of applying 
one or more CCCs refactorings to the target 
code. The reason for using CCC refactorings 
in this step is that the fragments of aspectiz-
able code identified in the previous step may 
contain crosscutting concerns that must be 
encapsulated into an aspect.
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3.  Apply refactoring of CCCs: The refactor-
ings previously selected are applied, so 
that every crosscutting concern is extracted 
from the object-oriented code and inserted 
in an aspect. The code refactorings are ap-
plied automatically by the AspectRT tool. 
Eventually, the developer has to take some 
decisions, such as: choice in which aspect 
a code fragment will be encapsulated, the 
name of a new pointcut, among others.

4.  Apply OO refactorings or Aspect-Aware OO: 
If it is not possible to apply any refactoring 
of CCCs, this step seeks to apply object-
oriented refactorings and/or aspect-aware 
OO ones on the target code in order to 
restructure it and retry step 2. Sometimes, 
the identified code cannot be encapsulated 
directly into an aspect, and a previous OO 
refactoring is needed for the OO code to be 
adapted to the aspect refactoring pattern. 
For example, if the aspect refactoring Move 
Method from Class to Inter-type (Monteiro, 
2004) is needed and the selected method 
contains logic that should stay in the class, 
the refactoring Extract Method (Fowler, 
1999) must be applied to the fragment of 
code that contains that logic.

5.  Apply refactoring for AOP constructs: 
Finally, this step tries to apply refactorings 
for AOP constructs to the aspects that has 
been recently created through the applica-
tion of CCCs refactorings. Sometimes, when 
extracting a crosscutting concern, multiples 
refactorings are applied. Even though, the 
internal structure of the aspect that encap-
sulates the aspectizable code may need to 
be refactored so as to improve its legibility 
and modularity, remove duplicate code, etc. 
For instance, this situation may happen after 
repeatedly applying the aspect refactoring 
Extract Fragment into Advice (Monteiro, 
2004). The goal of Extract Fragment into 
Advice is to encapsulate a fragment of objec-
tive code into an aspect creating a new advice 

and a pointcut. Because of this refactoring, 
repeated points may appear in the new aspect. 
If so, the duplicate pointcuts are removed 
and the advice references are updated accord-
ingly. This way, the approach ensures that 
not only the crosscutting concerns selected 
by the developer are encapsulated into an 
aspect, but also the internal structure of 
aspects is improved.

In the following section the refactoring process 
is described in detail.

Analysis of Possible Refactorings

In order to identify the refactorings that can be 
applied to a given aspectizable code (AR1), a 
rule-based paradigm (Casas & Marcos, 2008) 
is used. The inference engine can identify code 
smells (Monteiro & Fernandes, 2005) from a class 
or from structural patterns, and then infer a set 
of possible refactorings for the current context. 
When a set of aspect refactorings is identified, 
the process informs the developer about it. The 
developer is responsible for accepting or refusing 
the refactoring of this code smell. The code smells 
supported by the approach have been grouped in 
three categories: tangling and scattering code, 
abstract class and inner class.

The structural patterns serve to delimit a subset 
of refactorings to be applied in an aspectizable 
code. These patterns use the information of the 
aspectizable code of the iteration, that is, they 
look whether the code is a method, a field, code 
inside a method, an inner class, etc. Based on this 
information, the engine can infer possible aspect 
refactorings to apply on the code.

The code smell and structural patterns are 
implemented in terms of simple rules like:

 
If (the aspectizable code is a 
method) 
then (try these possible refac-
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torings: Move Method from Class 
to Inter-type   Extract Feature 
into Aspect) 

This rule means that if the aspectizable code 
is code inside a method the applicable aspect 
refactorings are Extract Feature into Aspect and 
Extract Fragment into Advice. In the Table 1 a 
distribution of the possible aspect refactorings 
according to its structure is shown. This informa-
tion is represented by means of structural patterns 
for its automatic identification. As is shown for 
the most of the attributes exist a limited set of 
aspect refactoring that can be applied. This situ-
ation promotes a more precise identification in 
the technique.

The three kinds of refactorings (CCC, AOP y 
Aspect-Aware OO), have been represented with 
structural patterns. Each one of these patterns 
indicates the necessary data for the identification 
of the refactorings and the activities needed in or-
der to migrate the code. AspectRT, using the data 

provided by the aspect mining process, identifies 
automatically which refactorings to apply.

In this work a subset of the refactorings pre-
sented by Monteiro (2004) was utilized, however, 
the process is able to easily add new refactorings. 
In AspectRT, the mechanism for applying a refac-
toring is to select the code to be reestructured 
and then choose the corresponding refactoring. 
Basically, the aspect refactoring interface is based 
on the same approach that Eclipse uses for the 
object-oriented refactorings.

Refactoring for the 
observer Example

In order to understand how the aspect refactoring 
phase works, the Observer example is used to 
describe the approach.

The first association rule in Figure 4 point out 
the method addObserver as part of the subject-
observer mapping concern. During the iterations, 
the process can identify a set of aspect refactorings 

Table 1. Structural patterns 

Structural attribute Applicable aspect refactorings

Method Move Method from Class to Inter-type, Extract Feature into Aspect

Abstract class Change Abstract Class to Interface, Split Abstract Class between Aspect and Interface

Class Inline Class within Aspect

Inner class Extract Inner Class to Standalone

Field Move Field from Class to Inter-type

Implements declaration Encapsulate Implements with Declare Parents

Code inside a method Extract Feature into Aspect, Extract Fragment into Advice

Interface Inline Interface within Aspect,

Inner interface Extend Marker Interface with Signature

Aspect Generalise Target Type with Marker Interface, Tidy Up Internal Aspect Structure, Extract 
Superaspect

Inter-Type method Replace Inter-type Method with Aspect Method, Pull Up Inter-type Declaration, Push Down 
Inter-type Declaration

Inter-Type Field Replace Inter-type Field with Aspect Map, Pull Up Inter-type Declaration, Push Down Inter-
type Declaration

Advice Pull Up Advice, Push Down Advice

Declare Parents declaration Pull Up Declare Parents, Push Down Declare Parents

Pointcut Pull Up Pointcut, Push Down Pointcut
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to be applied. In this case, since the aspectizable 
code is a method, it is possible to apply aspect 
refactorings like Move Method from Class to Inter-
type and Extract Feature into Aspect (Monteiro, 
2004). The developer is responsible for selecting 
which refactoring to apply. The Extract Feature 
into Aspect refactoring is more appropriate, be-
cause a complete crosscutting concern needs to 
be encapsulated. When the developer chooses the 
aspect refactoring, the tool executes the changes 
on the source code. For this example, a new aspect 
called ObserverPointAspect is created, which 
contains the list of observers and the method ad-
dObserver. Later, the process tries to execute the 
step 5. As the code related to this step is the target 
code, no automatic AOP refactoring is provided. 
The process assists the developer indicating which 
AOP refactorings are applicable to the selected 
fragment of code, and applying it automatically. 
In the example, such a refactoring is not necessary 
because the structure of the aspect is very simple. 
Next, the process goes back to step 1, so as to 
analyze the next candidate aspect. The following 
aspect candidates to be analyzed are the methods 
notifyObservers and removeObservers. Both 
are encapsulated into the ObserverPointAspect 
using the aspect refactoring Extract Feature into 
Aspect, this way all the methods implemented 
from the interface ChangeSubject are moved 
to a new aspect. When the last method of the 
interface (removeObservers) is refactored, the 
aspect refactoring Encapsulated Implements with 
Declare Parents is applied in order to encapsulate 
the role that plays the interface ChangeSubject in 
the class Point.

stUdY CAsE: JHotdRAW

This section presents the results of applying our 
approach to version 5.4b1 of JHotDraw (JHot-
Draw), a Java objectoriented framework, with 
approximately 18,000 noncommented lines of 

code and around 2800 methods. JHotDraw is a 
framework for drawing structured 2D graphics 
and was originally developed as an exercise to 
illustrate good use of objectoriented design pat-
terns (Gamma et al., 1995). Since its original 
adoption, JHotDraw has been the target for many 
aspect mining (Ceccato et al., 2006; Marin et al., 
2007) and refactoring (Marin, 2004; van Deursen, 
Marin, & Moonen, 2005) studies.

The goal of this study case is to show how 
the proposed approach can be used to evolve an 
object-oriented application into an aspect-oriented 
one. Particularly, this section presents the results of 
applying the proposed process to encapsulate the 
persistence concern into aspects. The persistence 
concern in JHotDraw spans 36 classes all of them 
realizing the Storable interface. Interfaces like 
Storable are regarded by Ceccatto and Tonella 
(2005) as aspectizable interfaces. Such interfaces 
crosscut the principal decomposition of a system, 
and are amenable for aspect refactoring.

The following sections provide further details 
on how this evolution was accomplished.

Aspect Mining Phase

In order to identify which interfaces, classes and 
methods belong to the persistence crosscutting 
concern, a goal-oriented strategy was used to con-
duct the aspect mining phase. This goal-oriented 
strategy involves defining execution scenarios that 
are supposed to exercise the persistence functional-
ity. As a consequence, eight execution scenarios 
were defined, including save a drawing with one 
figure, save a drawing with multiple figures, load 
a drawing with one figure, load a drawing with 
multiple figures, etc.

After applying the association rule algorithm 
and the post-processing filters the approach 
yielded 115 association rules. The support value 
was set to 0.25 with the purpose of obtaining asso-
ciation rules that were valid in at least 2 execution 
traces. The confidence, on the other hand, was 
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set to 1.0 so that the generated association rules 
correspond to the strongest correlations between 
method invocations.

Analyzing the resulting association rules (Table 
2), from the set of 115 association rules 44 of 
them correspond to the persistence concern. As 
a result, the precision of the technique to identify 
the persistence concern was 38%, that is, only 44 
out of 115 association rules are confirmed seeds 
for the target concern.

Although, a further examination of the final 
set of association rules shows that all the associa-
tion rules considered as confirmed seeds for the 
persistence concern have a support value of 0.25. 
Consequently, if only the association rules with 
support value of 0.25 are considered the preci-
sion of the approach raise up to 61%, this is 44 
over 71 association rules. According to Hegland 
(2003), the interesting rules are often found in an 
area of intermediate support size, in between the 
noise which has low support value, and the trivial 
and well-known rules with very high support. In 
particular for this study case, the interesting rules, 
those corresponding to the persistence concern, 
are in the lower area of support size and the rules 
with higher support value are the false positives. 
Most of them represent delegation relations be-
tween classes, like DiamondFigure.getPolygon 
⇒ RectangleFigure.displayBox, or accessor 
methods such as DiamondFigure.getPolygon ⇒ 
RectangleFigure.displayBox.

Besides analyzing JHotDraw following a goal-
oriented strategy, a full analysis of the application 
was performed.

In this regard, 21 execution scenarios were 
defined based on the available documentation. 
Those scenarios span most of the application 
functionality including opening and saving a draw, 
creating a figure, changing the color of a figure, 
undoing and redoing an action, among others. The 
support and confidence values for the analysis were 
set to 0.2 for support and 0.8 for confidence. The 
selected thresholds were chosen in order to obtain 
rules valid in at least two execution traces, since 
support count was 2. The confidence value was 
set so as to obtain rules with a strong correlation 
between the antecedent and the consequents.

The application of the association rules algo-
rithm yielded 482 association rules, from which 
283 corresponds to crosscutting concerns and 199 
to false positives. As a consequence, the approach 
precision was 59%. All the previously crosscutting 
concerns reported by other authors (Ceccato et al., 
2006; Marin et al., 2007) were also discovered by 
the proposed aspect mining technique.

Aspect Refactoring Phase

This phase takes as input 44 association rules 
corresponding to the persistence concern of JHot-
Draw. As a consequence, the refactoring phase will 
consist in at most 44 iterations, although some 
iteration can be skipped if the aspect candidate is 
not important for the migration task. Table 3 shows 
for each aspect refactoring applied, its name, to 
which group the refactoring belong and the number 
of times that refactoring was used.

As can be seen from the above table, the refac-
toring process is somewhat repetitive and tedious; 

Table 2. Some association rules for the persistence concern 

    Identif. Filter     Association Rule     Supp.     Conf.

    Rec. Consq.     AnimationDecorator.write ⇒ StorableOutput.writeInt 
    FigureAttributes.writeColor ⇒ StorableOutput.writeInt

    0.25     1.0

    Concept     AnimationDecorator.read ⇒ AbstractFigure.read     0.25     1.0

    Concept     AttributeFigure.write ⇒ AbstractFigure.write     0.25     1.0

    Concept     DecoratorFigure.write ⇒ AttributeFigure.write     0.25     1.0
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more than 30 refactorings have been applied. The 
result of this refactoring phase was the creation 
of seven aspects that cleanly encapsulates the 
persistence concerns.

RELAtEd WoRK

Several approaches have been proposed in order 
to identify crosscutting concerns and transform-
ing their code into aspects. However, just a few 
works address the whole process.

Regarding the aspect mining techniques, all of 
them employ static or dynamic program analysis 
techniques to search for typical symptoms of cross-
cutting concerns, such as code scattering and code 
tangling (Kellens, Mens, & Tonella, 2007).

Static aspect mining techniques analyze the 
source code looking for differents concepts in-
dicating the presence of crosscutting concerns. 
(Marin et al., 2007) proposed the use of fan-in 
metric as an indicator of methods implementing 
behavior required from many different places, 
which can be seen as symptom of crosscutting 
concerns. Other authors have developed different 
techniques to exploit the naming conventions com-
monly used to implement crosscutting concerns 
(Baldi, Lopes, Linstead, & Bajracharya, 2008; 
Shepherd, Pollock, & Tourwé, 2005; Tourwé & 
Mens, 2004). The use of clone detection techniques 
for aspect mining purposes have been studied by 
(Shepherd, Gibson, & Pollock, 2004) and (Brunt-
ink, van Deursen, van Engelen, & Tourwe, 2005). 
Zhang and Jacobsen (2007) proposed an approach 

that adapt the page-rank algorithm for locating 
program elements with high levels of fan-in or 
fan-out. Tonella and Ceccato (2004) developed a 
technique which identifies interfaces that are most 
likely to represent crosscutting concerns.

On the other hand, dynamic techniques analyze 
the runtime behavior of an application in order to 
identify scattering or tangling symptoms. Similar 
to our work, (Breu & Krinke, 2004) analyze the 
program traces for recurring patterns of methods 
executions, such patterns are considered aspect 
candidates if they occur more than once in a uni-
form way. To ensure that the recurring relations 
are sufficient crosscutting they should appear in 
different ‘calling context’. Those patterns are 
very similar to the recurrent consequent filter 
of the proposed approach. Our technique also 
allows the application of other filter (such as the 
concept filter) facilitating the implementation of 
better heuristics for aspect identification. Another 
dynamic approach (Tonella & Ceccato, 2004), ana-
lyze the execution traces through formal concept 
analysis. The aspect candidates are extracted from 
the resulting lattice and correspond to tangling 
and scattering symptoms.

Some drawbacks on those techniques has been 
described by (Mens, Kellens, & Krinke, 2008), 
like low precision (fraction of correct aspects 
among those retrieved), low recall (fraction of 
aspects actually mined among those to be identi-
fied), scalability, and difficult for correct empirical 
validation.

Concerning the aspect refactoring approaches, 
the first works were related to manual refactorings 

Table 3. Aspect refactoring phase results 

Aspect Refactoring Type N° of times

Extract Fragment Into Advice CCC 14

Move method from class to inter-type CCC 6

Encapsulate Implements with Declare Parents CCC 5

Extract method OO 3

Tidy Up Internal Aspect Structure AOP 5
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of existing code (Marin, 2004), and then, more 
automatic processes were proposed. AJaTS (Arc-
overde, Lustosa, Sousa, Soares, & Borba, 2007) 
migrates code to a template oriented one, similar to 
AspectJ. Refactorings and transformations can be 
defined, stored and reused. The approach defines 
an automatic process and provides a plug-in for 
Eclipse. Classes are mapped to syntactic trees 
and the transformations are applied using pattern-
matching and the Visitor pattern. (Kessler Piveta, 
Hecht, Soares Pimenta, & Price, 2006) define an 
algorithmic approach to automatic identify a set of 
bad smell in AspectJ code. The approach presents 
a prototype as a plug-in for Eclipse. (Tourwé, Kel-
lens, Vanderperren, & Vannieuwenhuyse, 2004) 
use inductive logic programming to generalize 
an extensional definition of a pointcuts into an 
intentional one. (Binkley, Ceccato, Harman, Ricca, 
& Tonella, 2005) considered a set of automated 
refactorings from OOP to AOP aimed at inter-
cepting the original execution at the point where 
aspect behavior must be added. The process has 
four main steps, finding, transforming, selecting 
and refactoring, and assume aspect mining has 
been applied earlier. (Hannemann, Murphy, & 
Kiczales, 2005) propose an approach to the aspect 
refactoring of design patterns based on a library of 
abstract roles. The role-based refactoring requires 
the developer to map the implementation of pattern 
onto the predefined roles describing the pattern 
and then applies a set of instructions to refactor the 
implementation into aspects. An important issue 
to take into account when selecting or defining a 
refactoring technique is its level of automation the 
refactorings supported. The refactoring approach 
described in this work, supports three different 
refactorings, Aspect-Aware OO refactorings, 
refactorings for AOP construct, and Refactorings 
of CCCs. Those refactorings solve not only the 
problem of migrating object-oriented systems to 
aspect-oriented ones, but also the maintenance and 
evolution of the aspect-oriented target system. As 
a drawback, in spite of having several automatic 
tasks, the aspect refactoring process needs user 

intervention for some activities that cannot be 
automated.

An integrated strategy for the whole migra-
tion process has been addressed by (Marin, van 
Deursen, Moonen, & van der Rijst, 2009). They 
present a method to semi-automatically perform 
the migration of crosscutting concerns to aspects, 
consisting of four steps: (1) idiom-driven identifi-
cation of crosscutting concerns, i.e. aspect mining; 
(2) exploration of the concerns identified and their 
context; (3) query-based modeling and documen-
tation of crosscutting concerns in the system; 
(4) template refactoring of the object-oriented 
idioms into aspect-oriented programming solu-
tions. An important concept introduced by them 
is crosscutting concerns sorts. A sort describes 
a typical implementation idiom and relation of 
crosscutting concerns. For aspect refactoring the 
authors use idiom-driven approach and define 
template aspect solutions for each concern sorts. 
Our approach uses dynamic analysis for aspect 
mining and following several automatic steps it is 
possible to obtain the final aspect-oriented code 
with little developer interaction.

ConCLUsIon

In this work, an integrated migration process from 
object-oriented systems to aspect-oriented ones 
is proposed. This process consist of an aspect 
mining technique based on dynamic analysis 
and association rules, and an aspect refactoring 
technique which uses a rule engine in order to 
infer a set of applicable refactorings.

The dynamic aspect mining technique employs 
association rules to analyze execution traces and 
identify potential crosscutting concerns. Since 
the aspect mining technique is based on dynamic 
analysis, the proposed approach was able to detect 
crosscutting behavior by applying association 
rules algorithms. The generated association rules 
can pin point two kinds of crosscutting concern: 
role superimposition and consistent behavior (Cec-
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cato et al., 2006). The proposed aspect refactoring 
technique employs a rule engine in conjunction 
with structural patterns to identify which refac-
torings must be applied to the aspect candidates 
obtained during the previous phase. Indeed, this 
refactoring approach works in an iterative fash-
ion by taking each generated aspect candidate 
and the object-oriented code and assisting the 
developer on the application of three kinds of 
aspect refactoring. As a result, the object-oriented 
application is semi-automatically evolved into an 
aspect-oriented one.

As has been shown through the Observer 
design pattern example and the JHotDraw study 
case, the proposed process has been validated and 
its results prove the feasibility of the approach. 
In this regard, the precision of the aspect mining 
technique was in most cases above the 50%, similar 
to the precision reported by Marin, van Deursen 
and Moonen (2007) for the same application. A 
further advantage of using dynamic analysis is 
performing a goal-oriented refactoring process, 
where the aspect mining phase yields only aspect 
candidates concerning the feature to migrate. In 
this way, the refactoring phase is able to encap-
sulate the target crosscutting concern.

As a future work, we pretend to reduce the user 
intervention during the whole process by devel-
oping mechanism and heuristics for the dynamic 
identification of which aspect refactoring apply.
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Chapter 10

The Imaginary 20th Century:
Re-Constructing Imagination

Andreas Kratky
USC School of Cinematic Arts, USA

IntRodUCtIon

The Imaginary 20th Century explores how the 
twentieth century was imagined at the end of the 
19th. It is a collaboration of the writer Norman M. 
Klein, the historian and curator Margo Bistis, and 
the media artist Andreas Kratky.

The Imaginary 20th Century is an interactive 
experience that can be navigated by the viewer. 
The piece is a hybrid of a novel and a research 
database containing a vast archive of items of the 
popular culture from the time between 1895 and 
1926. In the attempt to reconstruct the contempo-
rary imagination our piece in part leaves the realm 
of historically warranted factual “evidence” and 
crosses over to fiction. Drawing from information 

ABstRACt

To understand historic developments of the past the authors normally turn to facts: Archival records, 
testimonies or remains from the past – they are looking for tangible evidence to reconstruct the past. In 
particular in respect to the technological development that originated at the turn from the 19th to the 
20th century the role of deterministic interpretations has been very strong. The focus is on technolo-
gies and how they improved along an inevitable time line towards technical perfection (Marvin, 1988). 
Another historic perspective that takes the social aspects into account mainly traces how people negoti-
ated the old and the new and how technologies changed the social fabric. What stays out of the focus of 
most research is what people in the past felt and thought and how their imagination of what is possible 
and desirable influenced the development of technologies and the society. The following will use the 
example of the interactive media art piece The Imaginary 20th Century to discuss an approach to turn 
the attention to the re-construction of historical imagination with a particular focus on the imaginative 
processes and their communication to a current audience.
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circulating in contemporary magazines, news-
papers, books, films etc. we try to reconstruct 
how people imagined the future inspired by 
these sources. Accompanied by a fictional story 
told by its author Norman M. Klein, the viewer 
sorts through a database of items that potentially 
fueled the imagination of the people at the turn 
of the century. The objects are presented in loose 
association with the story according to a poetic 
keyword-system that connects each item on one 
hand to its historical context and on the other 
hand to the story.

The turn of the century was a period of fun-
damental transformations in all areas of life. 
Growing cities, dense traffic, new technologies 
of communication, production, consumption, and 
warfare, new scientific inventions, a wealth of 
new utopian ideas – as a sum effect the futuristic 
vision of the coming century was dazzling and a 
strong challenge for the traditional experiential 
background.

The project raises multiple questions about how 
we can communicate the particular mood of the 
time that framed those visions. How can we ad-
dress aspects of historic imagination with a focus 
on the transient every-day phenomena rather than 
on the elaborate formulations that are transmit-
ted to us in utopian texts? How can we voice our 
assumptions, which inevitably contain elements 
of both fiction as well as factual information in a 
responsible and informative way?

CHALLEnGEs oF tHE PRoJECt

The project aims at reconstructing what people 
living around the turn from the 19th century to the 
20th expected from the future. An attempt to trace 
these expectations cannot only work with existing 
historical materials but rather has to address the 
imaginary formulations that circulated during that 
time. There is no shortage of literature ranging 
from science fiction to social utopia. But the ques-
tions we are raising in our project are targeted at 

the everyday culture and how signs of the future 
are woven into the fabric of the normal day-to-day 
life. In this sense the project is trying to locate the 
material that informed both the literary creations 
as well as the average people’s expectations and 
fears: The raw material for the construction of 
the imagination of the future before it is shaped 
into literature.

WHAt Is IMAGInAtIon?

For this purpose it is necessary to develop a method 
to describe the process of how imagination takes 
form, how it weaves the bits of information into 
a coherent fabric that has the predictive power to 
picture what the coming century will be like. In 
most definitions of imagination the consensus is 
that it creates and operates with mental images of 
scenes and objects that are not currently present to 
the eye. David Hume and several other philoso-
phers see imagination as a mental activity that can 
bridge gaps in the sense-experience and fill them 
with ‘imagery’ that does not come directly from 
experience. One example of Hume’s description 
of imagination is how we imagine that a rock has 
remained all the time in the same place when we 
passed by a first time in the morning and again 
in the afternoon, even though we did not witness 
what happened in the meantime. Similarly we 
imagine that a building continues even though 
part of it may be obscured and we do not have 
actual sense-data for how the building continues 
(Furlong 1961). In this assumption we build on 
previous experiences with other situations and 
use those in combination with the sensory data 
in order to ‘synthesize’ the missing information.

In order to reconstruct how people might 
have extrapolated from the data and experiences 
that existed in their environment we ourselves 
need to employ a certain amount of imagination. 
Different from the predictive imagination of the 
contemporaries of the 19th century our perspec-
tive is oriented toward historic reconstruction. In 



197

The Imaginary 20th Century

a useful distinction between these two kinds of 
imagination E.J. Furlong introduces the concept 
of “directed imagination”. This is the imagination 
that a historian employs in order to piece together 
individual pieces of evidence to reconstruct in 
imagination a series of events in the past (Furlong 
1961). This dual concept reflects the imaginative 
connections and inferences that the contempo-
raries made in their attempt to fathom the future 
and the presumptive imagination that we apply to 
reconstruct their thought processes. At the same 
time it points to another quality that the choice of 
material for our project has to support: Since the 
imagination is based on preexisting experience and 
generally the viewers of the project do not have 

firsthand experience of the late 19th and early 20th 
century our project needs to deliver this material 
in a form that allows its use as the source for the 
imaginary construction.

CHoICE oF MAtERIAL

In our choice of material we focused on items 
from every day culture, in particular the imagery 
that circulated in printed media. Newspapers and 
magazines were the prominent source of informa-
tion and imagery at the turn of the century. As 
states 19th century philosopher Walter Benjamin, 
these media are paradigmatic for the time and 

Figure 1. Depictions of urban life: “Snapshots from our airship” from Life Magazine, March 8, 1906 
(© 2007 by the author)
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contributed significantly to the transformation 
and erosion of the coherent fabric of experience. 
In his essay “On some motifs in Baudelaire”, 
Benjamin describes the difficulties people had at 
the turn of the century to negotiate the challenges 
of modern life with their past experience. He sees 
the coherent fabric of experience consisting of 
accumulated and often subconscious data as be-
ing destroyed by the chock events of the modern 
life (Benjamin 2002). In particular the focus on 
newness, shortness, and the disconnectedness of 
the different pieces of information as presented 
in newspapers are sign as well as support of a 
fragmented perception of the environment.

The fragmented and self-contained quality 
of these materials of every-day-culture is close 
to the combinatorial approach described in Fur-
long’s concept of directed imagination. Moreover 
the transient and unpretentious aspect of these 
materials has very close parallels with a concept 
that emerges at the end of the 19th century, which 
the Italian historian Carlo Ginzburg calls the 
“presumptive paradigm”. With three prototypical 
examples, the method of art historian Giovanni 
Morelli, Arthur Conan Doyle’s novels, and Sig-
mund Freud’s interpretation of dreams, Ginzburg 
points to a research paradigm for a combinatorial 
reconstruction of the past that focuses on small 
details, the subconscious act and on the elements 
that normally are overlooked by the attention of 
investigators (Ginzburg 1992).

A dAtABAsE noVEL

At the core of our project is a large database 
containing more than 3000 objects including 
newspaper clippings, illustrations, photos, texts, 
film sequences, music and sound pieces. The 
discreet elements of the database are displayed in 
arrangements of several items, which are navigated 
by the viewer along with the voiceover narrative. 
Through the act of navigating and interpreting 

the viewer connects the individual items to their 
interpretational context.

The experience comprises four tiers each of 
which is subdivided into several chapters. A table 
of contents allows the user to quickly access the 
different chapters and get an overview over the dif-
ferent sections of the experience. The centerpiece 
of the novel is the third tier, where four different 
fictional characters formulate their versions of the 
future. Each character is introduced in the earlier 
tiers with some of his back-story where the viewer 
gets to know something about the person and his 
preferences. Each of the characters focuses on a 
different aspect that informs his version of the 
future corresponding to a particular subset of the 
database. The co-existence of different charac-
ters foregrounds the subjective choice and the 
role of personal inclinations raising awareness 
for the dependence on preferences, ideologies, 
and philosophical concepts in the process of the 
historic imagination.

The Imaginary 20th Century does not pres-
ent itself as a piece of consumable and readily 
formulated historiography, it is in the status of 
its making, it brings the database as a research 
tool into the foreground and makes the viewer 
participate in the production of the interpretational 
flow. The way the viewer experiences the piece 
is like a simulation of the process of piecing to-
gether elements of historic evidence to formulate 
an interpretation.

tHE AEstHEtIC ConCEPt

The aesthetic concept for the interface is deter-
mined by the combinatory approach of the project. 
The inspiration comes from the contemporary 
visual culture, which is dominated by a tableau-
like composition style. In particular in the imagery 
representing the urban environment we see many 
images that show interweaving perspectives of 
complicated dense structures. The composition of 
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larger newspaper spreads is complex and combines 
many elements that have to be read successively 
by the viewer. The entire image is shown at once, 
and the viewer’s eye then dives into the image 
and explores it in detail. This paradigm is quite 
different from the streaming image of film that 
becomes prevalent from the 1920s on for the rest 
of the twentieth century, which shows normally 
one image of reduced complexity unfolding over 
time. Our piece is situated right at the intersection 
of these two visual modes: The complex tableau 
of synchronous visual information and the stream-
ing image of film. The interface of the project 
integrates elements from both paradigms using 
panels composed of multiple individual elements 
that move in a swinging motion reminiscent of 
the streaming film image.

The combination of the individual elements fol-
lows a montage principle, which is again situated 

between the filmic montage and the idea of collage 
and assemblage as it develops at the beginning 
of the twentieth century. This montage approach 
allows us to implement a flow of recombinant 
elements that proceed along with the story.

The overall design of the interface is rather 
simple and goes in the opposite direction of the 
rich interfaces dominating the landscape of cur-
rent interactive experiences that mostly strive 
for verisimilitude and immersion. The majority 
of these interfaces try to deliver a smooth and 
seamless experience that immerses the user into 
an imaginary world delivered in a “hyper-real” 
quality. These seamless experiences have no gaps 
or ruptures – every gap is filled. In our project we 
did the opposite of this: Our interface that accen-
tuates the space between the individual elements. 
The space in-between – in a metaphorical sense 
– is the space where the imagination resides. In 

Figure 2. Screenshot of the table of contents showing the overview of the first tier
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a similar way as some graphic novels integrate 
the space between the panels as the universe of 
what is not said, what is not represented or what 
is not representable (Gerbier 2001), we are us-
ing the negative space in our compositions as a 
space imbued with meaning. By activating this 
space and developing a layout engine that is able 
to include it into the composition we try to direct 
the viewer’s attention to include this space into 
his reading of the piece. The implied absence of 
information becomes a metaphor for the gaps in 
our historic reconstruction and foreground the 
process of selective inclusion and exclusion of 
data in the historic reconstruction.

ConCLUsIon

It is particularly worthwhile to engage into a 
project like The Imaginary 20th Century at our 
current time – one century later at the turn from 
the twentieth to the twenty-first century. After 
the end of the cold war situation we witnessed 
the downturn of the main proponent of the idea 
of communism, the Soviet Union and now with 
several decades of delay we are in the midst of 
a crisis that suggests a deep transformation of 
the main proponent of the capitalist system, the 
USA. The waning of the main powers of the world 
order throughout most of the twentieth century 
questions regarding the future world order and 
the coming political systems pose challenges to 
our imaginative forces.

Figure 3. Screenshot of an assembly of several items in tier 1, chapter 1
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As a ‘mental exercise’ it is valuable to turn to 
an earlier instance of this kind of situation to see 
how people conceived of their future and what 
was realized of these expectations. In retrospect 
many developments seem much clearer and as if 
they were following an inevitable logic. Therefore 
it is very important to conceive of methods that 
allow an analytical approach including also aspects 
that often escape the focus of scientific analysis. 
The Imaginary 20th Century tries to make a con-
tribution in creating a form that addresses these 
questions in an effective and responsible way to 
a current audience. The particular combination of 
techniques, the hybrid approach between factual 
and fictional combined with a carefully researched 
database and viewer involvement through interac-
tive techniques offers several unique features that 

allow us to address these questions in a creative 
way.
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KEY tERMs And dEFInItIons

Archive: A collection of historical records 
consisting of original documents that witness a 
certain event or historical period.

Database: A computer-based collections of 
digital records that generally have a logical rela-
tionship among each other.

Documentary: The term documentary is gen-
erally used to describe films that depict a certain 
aspect of reality in a truthful and factual way. 
In the context of this paper the term is extended 
to include digital works and their capability to 
represent aspects of reality.

Hyperstimulus: A heightened stimulation of 
the human sensory apparatus. The human senses 
receive to external stimuli and a corresponding 
response to the stimuli is generated. When the 
stimuli or their intensity exceed the amount that 
can be process by the human it becomes unable 
to generate appropriate responses. The increasing 
dynamic of everyday life around the turn of the 19th 

to the 20th century was perceived to exceed what 
people of the period could deal with, therefore 
they felt hyperstimulated.

Imagination: The process of formulating 
mental representations of events or sites that are 
not present to the perception at the time they are 
imagined.

Interactive Media Art: An art form presented 
on a computer that involves the viewer/user in an 
active way. Interactive media art pieces are con-
stituted by a multitude of different media such as 
images, moving images, text and sound.

Reconstruction: In architecture this terms is 
used to describe how the ruins or remains of an 
old building are restored to a complete building. 
In the context of this paper reconstruction refers to 
the attempt to restore a coherent understanding of 
how people imagined the future by piecing together 
the fragmentary remains from the past.
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IntRodUCtIon

Human communication takes place when a person 
or persons transmit something to others through 
signs that depict, express or substitute what is 
intended to be communicated. This use of signs is 
intentional in order to cause a more or less predict-
able effect and to prompt a congruent answer, but 
its meaning has to be convened upon and shared. 
A message has ambiguity and redundancy: the 
first is generated by using concepts which denote 
more than one meaning: in such situations and in 
relation to the used language (in a text, but not 
only in these), another term must be sought which 
avoids confusions, so that the linguistic bi-univocal 
relationship of signifier and significant is as 
straightforward as possible and avoids confusing 
connotations (Cipolla-Ficarra, 1994).

This problem multiplies itself when several 
languages are used in an interactive multimedia 
system. A method followed by some designers is 
to be redundant in the messages, that is, to repeat 
the same thing in several possible ways so as to 
avoid ambiguities. This entails explaining twice 
or more times what one is trying to present with 
the different communicational resources, what 
may be positive in educational processes, but 
counterproductive in processing time and in the 
space occupied in the off-line information sup-
ports, for instance (Cipolla-Ficarra, 2005). Cutting 
down the ambiguity of the message as well as its 
redundancy is a basic formula of gaining speed and 
space: a good strategy is to use images of universal 
meaning which serve as anchor to what is being 
shown. It is necessary to count with good design-
ers not only from the aesthetic or artistic point of 
view, but also of the software. Nevertheless, both 
ambiguity and redundancy are issues pending 
of resolution inside the elaboration processes of 
contents for the interactive systems.

The information of a multimedia interactive 
system reaches the user in three basic ways: text, 
images (static or animated) and sound. These are 
combined among themselves, but some of them 

prevails over the others at specific moments and 
according to the part of the content that is interact-
ing, for instance, in a e-learning system. However, 
it has been seen that the visual component prevails 
over the sound part, whether it is in the shape of 
text and/or images. The images bring about a 
bigger effect on the user (Balakrishan, Fitzmau-
rice & Kurtenbach, 2001). Cinema, television 
and personal computers have generated a whole 
visual culture throughout the 20th century (Reves 
& Nass, 1998). Among the images, the animated 
ones are those that have a greater acceptance by 
the user and the virtual community and/or social 
network.

The computer animations that follow the rules 
of cinema productions and digital films have a 
peculiar realism strength for the communicational 
process. That’s why, with the exception of hy-
pertexts, most of the current interactive systems 
incorporate 2D animations and/or 3D, (in spite of 
the room they take up in storage and the quality 
problems of the algorithms that regulate compres-
sion and decompression). All of this has its origins 
in the classical audiovisual media: cinema and 
television. The human being of the second half 
of the 20th century is audiovisual par excellence 
(Reeves & Nass, 1998). In the nineties with the 
computer in the classroom (Piaget, 1993), the 
bidirectional interaction in the communicative 
process has been boosted (Kraemer, Dedrick 
& Sharma, 2009). It is important to know some 
details of that evolution because it allows one to 
establish a before and an after in the needs of the 
information societies, especially when we talk 
about professionals of interactive qualitative 
communication.

EdUCAtIon, CoMMUnICAtIon 
And nEW tECHnoLoGIEs

Education is one of the cornerstones of the growth 
of societies (Shih et al., 2008). The technology in 
the classrooms in many institutes of the eighties 
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were the classical audiovisual systems, through 
the projection of slides, in some cases the voice of 
the teacher was accompanied by the real sounds 
in order to increase realism. It was the time of the 
sequential multimedia, that is to say, the classical 
technology of multimedia stemming from print 
and television, characterized by the lack of infor-
matics. The sector of printing and graphic arts is 
one of the main contexts when you talk about the 
contributions to visual communicability. Then we 
go into a short period of the partially interactive 
multimedia. That is to say, the emulations of the 
manual operations controlled from the computer, 
such as can be the advance of a video in a CD-Rom 
support. Until arriving at the totally interactive 
multimedia, where each source of information 
is in a digital format and allows a high degree 
of user-computer interaction (Cipolla-Ficarra & 
Cipolla-Ficarra, 2008). The first to show a great 
interest in digitalizing the information in Europe, 
for instance, was the sector of the graphic arts 
in the nineties, aimed at the sector of distance 
education or virtual campus.

However, there is not yet a unique interactive 
multimedia technology inside the digital environ-
ment. Obviously, remarkable breakthroughs have 
been made in the basic technology (hardware), 
nonetheless, such questions persist as: the tools of 
the software do not use yet the whole potentiality 
of the hardware (it is enough to see the statistic 
data which show that the users ignore 100% of 
the functions of the mobile phones in Europe, for 
instance, and yet they keep on demanding more 
functions), the hypermedia systems are based 
on partial design models, with primitives not 
unanimously accepted in the computer context, 
of the human-computer interaction, usability, 
user-centered design, etc. Consequently, the lack 
of a unique model causes in many cases time loss 
and human resources (Scott, 2009). The only way 
to solve these problems is by resorting to the 
standards and basic notions of the historic con-
cepts with international circulation. Fortunately, 
the technical English used in computer science, 

telecommunications and electronics mainly has 
allowed the creation of a common vocabulary 
when we refer to software (Furnas et al., 1987) 
and hardware (Robinson & Cargill, 1996). How-
ever, in the context of design there are plenty of 
notions which may seem ambiguous to the users, 
designers and programmers of interactive systems 
(Cipolla-Ficarra, 2005).

It is important to carry out in some cases 
the anchoring operations of the relationship of 
signification and significant of the terms, as it 
is the way in the framework of semiotics and/or 
linguistics. For instance, in the later stage of the 
evolution of the interactive multimedia systems, 
we have the notion of hypermedia, which is an 
acronym between hypertext and multimedia. Here 
are assembled the advantages of both technologies 
inside the multimedia communication process. 
As it has been observed in the origins of the 
hypertext, where the textual aspects of the first 
systems prevails (including the static graphics, in 
a wide sense), where it is established the associa-
tive character in the structure of information (this 
aspects generates a less frequent denomination 
in the hypermedia systems, such as is the case 
of the electronic book). Whereas in multimedia 
and through the intersection of the media there 
is a dynamic content of the information: video, 
audio and computer animations. This dynamic 
aspect entails the time or synchronization factor 
among the diverse means, which in our case we 
call panchronism –from Greek pan and chronos, 
time (Cipolla-Ficarra, 1998). This synchroniza-
tion must be constant along the time that the 
emission of the dynamic means lasts. This is a 
very important category of design when we ana-
lyze communicability in the on-line and off-line 
contents of interactive systems.

Many failures of the quality of the system stem 
from it and seriously damage the motivation and 
the attention of the users at the moment of interact-
ing with the hypermedia contents (Cipolla-Ficarra 
& Cipolla-Ficarra, 2009). In contrast, when there is 
panchronism, a good design of the contents boosts 
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the navigation through the system, for instance. 
Consequently, the hypermedia in a classical sense 
of the notion allows: the selected access to those 
parts determined beforehand by the user, a greater 
degree of detail in the structure of information, that 
is to say, it is possible to resort to the richness of 
the content, in regard to the several means used in 
the transmission of the messages and reinforcing 
the communication process.

Along the evolution of hypermedia, it can 
be said that it is an interactive extension of the 
multimedia (Cipolla-Ficarra & Cipolla-Ficarra, 
2008). In other words, this is the reason why the 
notion of multimedia is used indistinctly with that 
of hypermedia in many research works (Grimes & 
Potel, 1991; Botto, 1992; Muller, 1996), although 
the relationship between the signification and 
the significant may be not strictly symmetrical 
according to Ferdinand de Saussure (Saussure, 
1990). In the hypermedia the synchronism of the 
active and static and dynamic means is essential. 
Besides, the amount of interaction required by 
the system and the control of the fruition of the 
user over the system are two quality criteria and 
assess in the current hypermedia systems (Cipolla-
Ficarra, 1999).

Now in the evolution of the communication 
means as in the hypertextual, multimedia and 
hypermedia systems there has also been an inter-
relation between the professionals of the factual 
and formal sciences –to quote Mario Bunge’s 
division of the sciences (Bunge, 1981). Making 
a brief analysis of the term communication in the 
last five decades in the social sciences may serve 
us to better to understand that this bidirectional 
relationship that has existed since then.

In the current chapter are analyzed the main 
reasons for which it is necessary to count with a 
new profile in design, realization and assessment 
of the interactive systems. The whole of the obser-
vations and proposals is the result of theoretical 
research, experiences in projects of interactive 
multimedia systems in the public and private 
Spanish and Italian university context in the last 

two decades. Through all this time it has been seen 
how the lack of training among the professionals 
in the interactive systems, especially in some uni-
versity environments, not only has increased the 
production costs but the detection of a low quality 
of design and communicability has discouraged 
the interaction of the novel users with these sys-
tems. One of the goals that we set ourselves is to 
determine the set of necessary knowledge and/or 
experiences that these professionals must possess 
to carry out satisfactorily the interactive systems 
of the present and the future, in the least possible 
production time, with reduced costs and a high 
final quality. Obviously, the key factor of these 
shortcomings lies in the university educational 
systems and in the organization of the contents 
in the study plans, leaving behind the business 
factor of university teaching. Therefore, we have 
structured the current work in the following way: 
study of the evolution of the multimedia systems, 
anchoring of the notions related to communication, 
determination of the main areas of knowledge of 
the future professional, analysis of the software 
quality, signalling of the business-oriented factors 
in the structuring of the university study plans, 
especially related to degrees, engineering titles 
and masters.

Communication vs. Information: 
A terminological study

In the context of the factual and formal sci-
ences there are plenty of theoretic and practical 
works which talk about communication. In these 
researches it is easy to observe several defini-
tions, where there are common elements among 
them (Hemmendinger, 2007). However, the 
momentum of the word communication in the 
daily and colloquial environment has generated 
a sort of deficiencies in its scientific sense, that 
is to say, a terminological status is missing. This 
deficiency becomes even more obvious when 
we talk about communicability in the interactive 
systems. Therefore, we will try to rank the dif-
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ferent points of view with both notions. In the 
case of communication, inside the context of the 
social sciences and more specifically in the social 
communication, some experts traditionally made 
a study of the differences between communication 
and information: Abraham Moles, David Berlo, 
Frank Dance, Luka Brajnovic, Rau Birdwhistell, 
Wilbur Schramm, etc. (Aranguren, 1986), others, 
in contrast, exclude the notion of information 
(Birdwhistell, 1974). Currently in the design of 
the interactive systems the word communication 
is linked to contents, that is to say, communica-
tion of contents.

In the specific case of the studies made by 
Moles, Berlo, Dance, Shramm, etc. (Dance, 1974) 
we can see that many are developed in a simultane-
ous way between the evolution of informatics and 
the massive communication means of the time: 
radio, television, etc. (Macdonald, 2004). That is 
to say, on the one hand there is the formal aspect 
through the information mathematic models and 
on the other hand we have the models stemming 
from the social sciences. Many of these studies 
made a clear-cut difference between what was 
understood as data, information, communication, 
etc. (Dahlbom & Mathiassen, 1997). However, the 
study plans between Europe and America were 
going to bring about a strong division of mean-
ings around the term “information”. For instance, 
“information sciences” in Italy is related to com-
puter science. On top of that, an Italian bachelor 
degree in sciences of the information in Italy in 
the 20th century is someone who has knowledge 
of programming, mathematics, physics, databases, 
etc. In contrast, in Spain, “information sciences” is 
related to social sciences, that is to say, journalism, 
publicity, public relations, marketing, audiovisual, 
radio, cinema, etc. Therefore, a bachelor degree in 
information sciences of the 20th century is usually 
a journalist, with newsroom knowledge, that is, for 
the circulation of news. Therefore, “information 
sciences” needs always the anchoring of the no-
tion of agreement in accordance with the context 
where it is used.

The intersection of both study plans, one ori-
ented at factual sciences and the other at formal 
sciences took place in many universities of the 
American continent in the 1980s. There we find 
that a bachelor in communication has knowledge 
of both sciences. That is to say, an ideal figure 
for the development of the interactive systems 
with a high quality. Nevertheless, to the theo-
retical knowledge and/or acquired experiences 
in the university classrooms of many American 
universities, with the momentum of the Internet 
the vision of the formal sciences rather than the 
factual sciences has prevailed. The latter have 
been put on the back burner, even in professions 
clearly belonging to the social sciences such as 
the task of giving textual contents to the Web. 
This conceptual deviation or mistake is one of 
the causes why there is a slowing down of the 
expansion of the Internet phenomenon in Europe. 
The financial costs have been high, for instance, 
in the framework of E-commerce or E-learning. 
Since 1995 the labor market of the Old Continent 
persists mistakenly in demanding Internet profes-
sionals hailing from computer science faculties, 
in design tasks, content management, publicity 
on-line, etc., when in fact it is feasible to acquire 
in a short time the necessary knowledge to work 
with commercial programs aimed at the editing 
of images, generation of websites, creation of 
databases, etc. That is to say, any professional of 
the social sciences can be turned into an editor of 
Web 1.0 or Web 2.0 websites, for instance, with 
scarce economical resources.

The origin of all these ambiguities, conceptual 
mistakes and university educative policies lies in 
the term “communication”. Besides, in the human-
computer interaction there is an implicit dynamic 
process. For instance, through the relationship 
with the stored information in the multimedia 
on-line and/or off-line system, the human being 
widens his knowledge. Regarding this, Schramm 
considers communication as a real established 
relationship which consists in the discovery of the 
“I”, the “other” and “others”, and a donation of a 
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content which entails a duality of terms between 
emitter and receptor, who coexist in a contained 
environment and which is the foundation to its 
corresponding process (Aranguren, 1986; Dance, 
1973). In the notion of emitter in our case we un-
derstand the designer of the multimedia system, 
whereas the receptors are the potential users of 
that interactive system. Schramm shows the need 
of a cultural understanding between both to obtain 
optimal results in the communication process 
(Aranguren, 1986). On his side Luka Brajnovic 
tells us about and communication and information 
differentiating each one in the following way: 
“communication consists in getting in touch two 
or more people, things or bodies, in their differ-
ent combination possibilities and its meaning 
can be manifold, and have diverse procedures 
and effects” (Brajnovic, 1979, p. 13). It is a sort 
of direct channel or creative encounter that ties 
presences and distances, sometimes, without the 
information goal, although it can be a vehicle of 
information. Therefore, information can be in-
cluded in communication. When the information 
is incorrect there is no feedback, in the interactive 
communication process, for instance, because 
human communication is a psychosocial process. 
Moreover, if we consider that communication is a 
psychosocial phenomena, we must admit that this 
phenomena is given in the human being with all 
his rational and creative possibilities to organize 
the message and interpret its reception. That is 
to say, that from the point of view of social com-
munication, it is not a simple direct channel of 
relationships, but rather a socialization process 
(Ellison, Lampe & Steinfield, 2009).

Therefore, communication is a social fact, 
updated by the human being, through a process 
among the integrants who make it up, where the 
interchange of experiences entail the enrichment 
of the participants, through the internalization of 
the messages that have been expressed in a given 
space and time (Edmundson, 2008). Among the 
human beings there is a will of encounter in the 

communication and a desire of putting something 
in common, spontaneous binding achieves the 
integration of man with nature, cultural heritage, 
education, health, work, social media, etc. and 
the community he inhabits. We not only com-
municate the data, the fact but besides that we 
can communicate our ideas, experiences, feelings, 
real or imaginary events, the objective and the 
subjective, the presence of two or more people 
in their different combinatory possibilities. Once 
we have quality in communication we are in front 
of the notion of communicability. That is to say, 
that communicability includes automatically qual-
ity. In our case, we sometimes use both notions 
simultaneously and redundantly to strengthen 
the idea of quality in the process of interactive 
communication.

In the design of the interactive systems it is 
easy to detect the presence of communicability, 
although as it happens with the notion of beauty, 
it requires time to describe each one of the ele-
ments that make it up. In short, it is starting from 
this interrelation “cum” technological and “cum” 
the individual when the relationship in other 
research environments take place such as are the 
cognitive models used for the development of 
the interface. At the moment of the design of the 
interactive system, the designer must consider 
the cultural factors (Edmundson, 2008), the types 
of users (Cipolla-Ficarra, 2008), the geographi-
cal location of the system (Shih et al., 2008), 
accesibility for all (Chisolm, Vanderheiden & 
Jacobs, 2001), information surrogates (Ruthven 
et al., 2008), etc. These variables make that since 
the software sector at the start of the nineties the 
need of incorporating sociologists, anthropologists 
and sociologists has been affirmed to improve 
the quality of the interactive systems (Basili & 
Musa, 1991). However, in the new millennium it 
is necessary to talk of experts in communicability 
(Cipolla-Ficarra, 2008).
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CoMMUnICABILItY AnALYst

Software engineering has provided the human-
computer interaction community with tools and 
techniques for the design and implementation of 
interactive systems (Buie, 1999). The evaluative 
analysis of multimedia systems requires, as well 
as method, a professional trained in both computer 
science and social sciences. New technologies 
are a constant intersection of several areas of hu-
man knowledge. The acceptance of the software 
products by the end users rapidly and with a 
minimum error –ideally none at all – is one of the 
main objectives regarding quality in software, for 
example (Broy, 2006). Increasing or maintaining 
the quality of software with a minimum cost ad 
minimum production time requires professionals 
with training and/or experience factual sciences 
and formal sciences (Cipolla-Ficarra, 1997). These 
concepts are illustrated in Figure1.

We propose a profile of an ideal professional 
for analyzing and evaluating communicability in 
interactive systems, applicable to other sectors of 
new technologies. For instance, computer science 

has the systems analyst (whether functional of 
managerial), who does not need other analyst to 
carry out his work. It would be advantageous to 
introduce the figure of the communicability ana-
lyst, whose knowledge and/or experience come 
from a background of social sciences and formal 
sciences. Such an analyst would be able to carry 
out the analysis of these systems and reach reli-
able results unaided, without the need for a test 
group. Group evaluation at a later stage might 
be useful to reinforce the technique employed. 
Such an interactive systems analyst would have 
to combine experience and/or knowledge in both 
the factual and the formal sciences. In order to 
illustrate this, a list including the communicabil-
ity analyst’s experience and/or knowledge. Each 
of the components has a one-to-one relationship 
with the others:

• Communication social
• Communication and information theory
• Computer science
• Computer graphics and computer 

animation

Figure 1. Analyst in communicability has knowledge and/or experiences in the intersection area of the 
factual and formal sciences
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• Cultural system
• Digital design
• Ergonomics
• Information technology
• Linguistics and literature theory
• Mass media theory
• Metaphor theory

Methods and techniques for • communica-
bility testing methodology of scientific 
research

• Pedagogy
Planning and administration of control• 
Publishing communication• 
Semiology or • semiotics

• Social psychology
• Sociology
• Statistics
• Telecommunications
• Theory of science

Usability engineering• 

This set is not a curriculum or specific course 
modules. Here we see an intersection of the fields 
of computer science and social sciences with is 
oriented in the direction of communication and 
takes us a little further towards defining the concept 
of human factors, which in the multimedia context 
tends to be ambiguous and vague. The essential 
difference lies in the emphasis placed on the need 
for integration of knowledge as consequence of 
a qualitatively new situation –the emergence of 
new communication technologies.

It is obvious that the listing of these domains 
of knowledge is to be found in a diametrically 
opposed position from the commercial or business-
like picaresque used by private or public institu-
tions focused on education, through their summer 
courses, masters courses, courses of continuous 
training, etc. where we can read a continuous re-
dundancy of notions, ambiguity of terms or null 
originality of the educational proposals. Some 
examples from Spain:

Transdisciplinary masters degree in cogni-• 
tive systems, virtual reality and interactive 
media.
Interdisciplinary masters degree in digi-• 
tal photography, digital video, animation, 
computer games and arts.
Multidisciplinary masters degree in cre-• 
ativity, digital creation, global software en-
gineering and dynamics and statics media.
Pluridisciplinary master in design, il-• 
lustration, journalism and multimedia 
technologies.

In this list we observe how a very poor use of the 
intersection and inter-disciplinarity of the factual 
and formal sciences is made. That is to say, that 
the professionals who attend these courses cannot 
be regarded as experts in communicability. It is 
necessary to go back to the classical, unambiguous 
and to get rid of notions of business aims.

Intersection of the sciences

In social communication science it is not simple 
to establish limits in a precise way because it is 
necessary to establish a monosemic scientific 
vocabulary, which allows the univocal use of 
the word communication when it is applied to 
very different fields such as interpersonal com-
munication, communication between machines, 
communication between PC and person, etc. 
Inter-disciplinary studies that involve comparison, 
exchange of methods and exchange of opinions 
can be positive when they go beyond the sum 
or juxtaposition of discoveries, for example. 
The prime degree of cooperation lies in trans-
disciplinary studies.

For example, trans-disciplinary studies would 
propose concepts and theories common to dif-
ferent social sciences. Nevertheless, it is in dual-
disciplinary studies that we can reach the best 
results in the field of communication. That is, it 
would consist of sharing methods, and interpreting 
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aspects and historical experiences of two differ-
ent disciplines. Consequently, the intersection 
between computer science and communicability 
can be very positive to increase the quality of 
communication between a user and a PC.

Another phenomenon stemming from the mis-
interpretation of the trans-disciplinary or interdis-
ciplinary notions is the presence of professionals 
who are alien to the interactive systems, especial 
those related to the hypermedia contents. Currently 
it is usual in Italy to find graduates in physics, nu-
clear engineers, mathematics, engineers in chem-
istry, bachelors in foreign literature, etc. devoted 
to the design of cognitive models for children, 
for instance. Obviously, to avoid the resounding 
failure of the product continuous collaborations 
of the social sciences professionals are required. 
Something similar happens in Spain, where we 
have bachelors in fine arts for the design of ar-
chitecture in the databases or hyperbases (Tompa, 
1989); bachelors in chemistry for the design of 
interfaces, bachelors in computer science for the 
interviews to users, bachelors in history or anthro-
pologists to solve the connectability problems in 
the touristic telecommunication systems, etc. This 
is the reason why it is not surprising at all when 
academic barbarism is proposed in the context of 
the interactive systems in semiotics engineering 
(de Souza, 2004). In short, we are dealing with 
some kind of orchestra-man or orchestra-woman 
in the design, programming and evaluation of 
the interactive systems who seriously damage 
their quality. It is as if they had to generate just 
by themselves the interactive systems since the 
design stage. Correcting this deviation or mistake 
entails time and additionally incurs high economic 
costs when it comes to software.

Media Era: Mythology

Another of the problems that derive from the lack 
of communicability professionals is presenting 
as novel something that has existed for decades: 
interactive and micro-multimedia (iPhone, iPod, 

PDA, laptop, etc.) for many hailing from the tele-
communications context, electronic engineering 
or architecture means the era of the media (this 
is a mythology vision of the communication and 
information sciences). In reality it is just hyperme-
dia in small computer supports. The era of media, 
mass or social media refers to the social sciences. 
In this sense the contributions made by numer-
ous experts are very important since they have 
become general goals for the computer scientific 
community, such as the global village through the 
Internet (Dias & Brewer, 2009).

In the same way, the historical contribution of 
McLuhan was to talk about media types as isolated 
entities, because he believed that these technical 
tools constitute, together with man, an anthropo-
logical unit, destroying the traditional separation 
between channel and receiver as in Lasswell’s 
paradigm: sender, receiver, channel and message 
(McLuhan & Power, 1992). When McLuhan says 
that the medium is the message, he means that 
the technical features of the medium substitute 
the content (McLuhan & Power, 1992). On the 
contrary, it is sure that the technical structure of 
media affects and determines the content, while 
the messages are entities of semiotic nature, and 
so they have two structurally linked areas: the area 
of expression and the area of content.

From the semiotic point of view, it is evident 
that all the material elements intervening not 
only in the message configuration, but also in 
its circulation, have incidence and influence in 
the content area. The use of semiotics as a basis 
to create a methodology of analysis of content 
quality, access to information and presentation in 
multimedia/hypermedia systems independently 
from digital support, i.e., CD-ROM, DVD, Inter-
net, multimedia mobiles phones, PDA’s, iPod’s, 
lectors of MP3, E-books, etc. has given excellent 
theoretical and practical results. The success of the 
results is due to the bi-directional relation between 
computer science and interactive multimedia com-
munication, and to the creation of a new kind of 
professional figure in the field of formal sciences 
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and factual sciences: the heuristic evaluator of 
multimedia/hypermedia systems The origin of 
this professional aimed in principle at usability 
in 1995 has evolved towards communicability in 
the new millennia.

However, its presence is not yet detected in 
the maps that refer to the different design areas 
from a theoretical or practical point of view, for 
instance; user-centered design, participatory de-
sign, design+ emotion, critical design, dialogue 
design, graphic facilitation, etc. (Sanders, 2008; 
Valenza & Adkins, 2009). By inserting commu-
nicability within it, it is feasible to solve most of 
the problems mentioned by Liz Sanders (Sanders, 
2008), for instance. Obviously, the communicabil-
ity is involved in each one of them. Graphically, 
the communicability thus is represented:

Communicability does not mean eradicating 
usability studies. It is rather a complement that 
updates the current demand for new methods and 
technologies to meet the requirements of the us-
ers in the face of the new multimedia interactive 
devices which do not work with the classical desk 
personal computers (Scott, 2009). The methods 
and techniques used in usability, many of them 
hailing from the social sciences in the study of 
the communication media, must be updated and 
adapted for communicability. In this regard, the 
use of semiotics has been positive in the design of 
interactive systems during the last 15 years.

The advantage of using semiotics in the design 
of the interactive systems is that it has made it 

possible to break down in a coherent way each 
one of the components of the interactive systems 
in two great sectors: structural and systematic. 
The former are those which are more difficult 
and more costly to modify once implemented, for 
instance, the order of the areas in a database. The 
latter can be modified more easily and may even 
appear as an active component of the interactive 
system: colour change in the interface background, 
increase or decrease of the typography size, etc. 
In regard to breaking down, the division of the 
design categories is essential to establish a lan-
guage without ambiguities among the participants 
in the creation of the interactive system.

In Figure3 the first heuristic table is to be found 
–the interested reader can refer to the bibliography 
in (Cipolla-Ficarra, 1996; Cipolla-Ficarra, 2003) for 
a complete description. It is made thanks to the no-
tions of semiotics. It was used to analyze in detail the 
design categories in off-line multimedia systems. 
Next it was adapted for the on-line systems and 
several contents, such as: E-learning, E-commerce, 
E-Tourism, for instance (Cipolla-Ficarra, 2009). 
The ease of use and the adaptation speed in the 
face of several users and interactive contents has 
been achieved thanks to semiotics.

However, the advances in information technol-
ogy and communication in the last decade have 
brought about mergers and not intersections of 
scientific knowledge. Regrettably, many of these 
mergers do not have previous studies among the 
disciplines and respond rather to marketing factors. 

Figure 2. In the graphic we can see how communicability is present in each one of the interactive design 
areas, occupying the central zone of the intersections
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These factors should be avoided in the academic 
environment, especially in the state or public uni-
versities. In the case of cooperations with the private 
sector, such as industry or commerce, for instance, 
it is always advisable to carry out a previous study. 
The main goal of it is to find the common points 
among theoretical and practical knowledge. The 
secondary goals are: discovering and boosting the 
intersections.

CoMMUnICABILItY 
EVALUAtIon: AdVAntAGEs

In the literature concerning usability techniques 
the assessors’ degree of professionalism is not 
determined (Nielsen, 1993). It is not the same if 
the evaluation of the interface is made by the users 
or by a professional. Here is where the first split 
of the research takes place and works arise which 

back up the possibility of carrying out analysis 
without experience and/or previous knowledge on 
the side of the users, but with little success in the 
search for mistakes without a guide. On his side 
Virzi maintains the necessity of carrying out a heu-
ristic assessment conducted by specialists (Virzi, 
1997). The reason for the disagreement is that the 
requisites in knowledge and/or experiences of the 
heuristic assessment specialist are not defined, 
as we have established. Moreover, in the case of 
Nielsen and Molich they obviously required inter-
disciplinary teams, because they did not foresee 
other study plans where there was an intersection 
of sciences (Nielsen & Mack, 1994).

One of the problems stated by Katie M. Scott 
(Scott, 2009) is that usability currently lacks the 
methods and techniques to assess the new mul-
timedia systems in small-size supports: video 
consoles, iPhone, Palm, etc. In regard to this, it 

Figure 3. First heuristic table for evaluation of the multimedia systems
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is necessary to establish a time or diachronic an-
choring (Cipolla-Ficarra; Cipolla-Ficarra 2008). 
When Nielsen enunciated usability engineering in 
the early nineties Nielsen, 1993), the initials PC 
‘Professional Computer’ switched to ‘Personal 
Computer’. That is to say, in the eighties the users 
had access to computers with occupational pur-
poses up to then, and the few personal program-
mable computers – Commodore, Atari, Spectrum, 
Amstrad, etc. – could be used for interactive games. 
With the reduction in costs and the spread of the 
computer to millions of homes, the analysts and 
programmers of the interactive systems needed 
to follow the premises enunciated by Nielsen. 
The goal was to make the use of the computers 
by novel users easier. With the democratization 
of the Internet, millions of users came little by 
little into the era of communicability. Evidently, 
usability is not the same as communicability.

However, there have been many works made 
from usability towards areas clearly belonging 
to the social sciences, and specifically in areas 
studied for decades by these sciences: publicity, 
marketing, education, etc. Obviously, the costs in 
these cases are high, whether it is from the point 
of view of the training of the professional to carry 
out these assessments on design, for instance, such 
as organization and maintenance in the time of 
a usability laboratory. Although Katie M. Scott 
rightly states that in many cases the usability 
laboratories are mobile (Scott, 2009). The main 
problem remains the same: the need of counting 
with new heuristic assessors.

This heuristic evaluator does not need a us-
ability laboratory to carry out a study of com-
municability of a multimedia system. Academic 
education allows him to know the problems of the 
system, divided into the following areas of design: 
presentation or layout, content, navigation, struc-
ture, compatibility or conectibility and panchronic. 
Nevertheless, the first results obtained can then be 
compared with techniques and methods carried 
out in the laboratory, for example to evaluate the 
usability. Our primary set of techniques is based 

mainly on direct observation, the compilation of 
tables of binary presence of the main components 
of the design categories and the use of statistics. 
There is a second set of techniques such as user 
interviews, indirect observations, etc., and in-
struments such as a disk of heuristic evaluation, 
interactive programs of evaluation of the interface, 
etc. which can also be used in the case of verifying 
the obtained results. It is also feasible to translate 
the obtained results in the evaluation of communi-
cability in the classical usability labs to test them. 
Therefore, our method and techniques are a triadic 
relation between observation, data summary and 
interpretation of results obtained.

The main advantage of this methodology is to 
be able to find the design and communicability 
mistakes of the system analysed before proceeding 
to the massive production of a CD-ROM, DVD or 
to activate a website without needing special labo-
ratories or sophisticated instruments. As for the 
work instrument, the evaluator counts on a series 
of quality metrics of interactive communication, 
a table, and a disk for heuristic analysis (Cipolla 
Ficarra, 2005). Other advantages are:

It eliminates the use of the laboratory, and • 
consequently, the costs are lower with re-
spect to techniques and methods to measure 
usability. Consequently, the assessment of 
the communicability is either mobile or dy-
namic. Besides, the communicability may 
lend its services in the different environ-
ments where either services or products are 
projected, whether it is in situ or through 
e-work or telework.
It analyses the home page or home menu • 
of an interactive system, detecting weak 
and strong points of the interface, content, 
structure, navigation, etc., according to 
the potential user of the system (Cipolla-
Ficarra, 2002).
There is a greater flexibility towards the • 
understanding and resolution of the even-
tual problems stemming from the new 
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technological devices because communi-
cability is implicit in their design stage.
It divides the effectiveness of communica-• 
tion between on-line and/or off-line hyper-
media supports, bearing in mind the con-
nectibility and compatibility of the devices 
for the continuity of the interaction along 
time.
It allows for • partial evaluation of the qual-
ity of the interactive system, reducing time 
and costs. The partial results may serve as a 
basis for later usability tests, for instance.
It establishes a list of tasks to be developed • 
by the potential evaluators of the system 
in the usability laboratory, in order to de-
tect mistakes and/or certify the mistakes 
detected by the communicability expert, if 
some user or client so wishes.
It allows an inference of possible success • 
or failure of communication through the 
use of the evaluation media. The inference 
of a communicability expert allows one to 
know beforehand the potential user, the 
context where the interactive system will 
be used and the possible drawbacks that 
user may have at the moment of interact-
ing with the system.
It creates statistical information through • 
metrics for possible corrections to the de-
sign and draws an international map of the 
main characteristics of communicability 
in keeping with the different peoples and 
cultures in the context of information and 
communication technologies.
It determines a common vocabulary in or-• 
der to facilitate communications between 
persons who intervene in the design stage 
of the interactive system.

Each one of these advantages stems from 
the main areas which make up the theoretical 
framework of communicability in the interac-
tive systems, such as software engineering, the 
different models of design used in the interactive 

systems, human-computer interaction, usability 
engineering and communication. In software 
engineering are to be found the basis of the 
motivation of why it is necessary to measure the 
quality and the necessary instruments such as are 
the different kinds of metrics, which from the 
formal and factual sciences can be used by our 
communicability evaluator.

soFtWARE QUALItY And dEsIGn

In software engineering we find a constant and 
growing interest towards quality and design, for 
example, ISO –norms international standard for the 
evaluation of software quality. Besides, the works 
by Basili and Musa (Basili & Musa, 1991), have 
coincided with usability engineering as stated by 
Nielsen in the dawn of the nineties (Nielsen, 1993). 
They already detected the need of counting with 
other professionals at the moment of developing 
systems aimed at either services or products. Be-
sides, it was a time where the high financial budgets 
available for research and developments allowed 
one to incorporate additional professionals into 
software development projects, under the label of 
temporary collaborations and/or outsourcing in the 
cases of services that were performed.

Initially, sociology, psychology and cultural 
anthropology are often mentioned as examples, but 
these are only a small section of the huge range of 
areas of human knowledge that come into play in 
the design of multimedia systems. Furthermore, 
it should be borne in mind that university training 
varies from country to country, and consequently 
the range of knowledge and/or experience in the 
creation of multimedia systems of potential pro-
fessionals should be more precise so as to avoid 
confusion. The concepts of social sciences should 
be defined previously, with exactness and avoiding 
generalization.

One of these deviations is to be found in many 
Spanish universities or other universities in the 
Mediterranean region since for their research and 
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development projects they started to hire temporar-
ily or under the outsourcing formula (Hardaway, 
Hogan & Mathieu, 2005), with philosophers, 
anthropologists, psychologists, artists, etc. That 
is to say, no previous study was made of the lo-
cal academic reality. It was proposed in the early 
nineties to work with another kind of professional 
for the nascent multimedia interactive industry, 
which was aimed at education or entertainment. 
That is to say, not even in the academic university 
framework were those adjustments made. Con-
sequently, both theory and practice hailed from 
software engineering in the American universities, 
whose contexts in the syllabuses was not identical 
to the European.

Mistakes are made not only in the context of 
software engineering or in the formal sciences; 
sometimes, the new departments or European 
faculties aimed at the new technologies but which 
are included in the context of the social sciences, 
for instance, philosophy, education, literature, 
foreign languages, etc. think that the ideal solution 
for the “humanistic + informatics” aspects is the 
classical computer expert with a masters degree 
in marketing or public relations. However, this 
is not the best solution because that individual 
lacks the classical knowledge of communication. 
That is to say, that university and its students 
will miss a decade until they reach the required 
formation level, and another decade in reaching 
the quality and originality in the contents of the 
study plans.

In the beginning, that individual will simply 
devote himself to cut and paste contents from the 
subjects of university colleagues. An analysis of 
the programs of the subjects and their bibliography 
through direct objective observation allows one 
to see the constant changes that are introduced in 
each academic year (obviously, that individual can 
not belong to the group of the communicability 
professionals). Besides, this equation “human-
ism + informatics” where interfaces, cognitive 
models, museums, ecology, electronics, artificial 
intelligence, multimedia, philosophy, pedagogy, 

anthropology are joined, etc. gives away a lack of 
epistemological orientation in software engineer-
ing and the social sciences.

The reality that has been described prevents 
the training of professionals with the necessary 
tools to reach quickly the quality of the current 
and future interactive systems. The main reason is 
the lack of an adequate theoretical framework in 
those teaching environments of continuous hybrid 
experimentation. Some of them, in the context of 
the interactive systems, go as far as to establish a 
parallelism with the time of the Renaissance and 
in a special way with the works of Leonardo Da 
Vinci. However, they make the mistake of join-
ing different knowledge and diverse experiences, 
without finding the common denominators among 
them. Consequently, and following Umberto Eco’s 
dichotomic view, we have the integrated and the 
apocalyptic (Eco, 2001).

In the first group, are those technicians for 
whom everything is a patching-up of several dif-
ferent branches of knowledge and/or experiences, 
without previous studies, for instance. In the sec-
ond are those scientists who demand analysis and 
verifications of the obtained results before going 
on to the union of the different disciplines. This 
dichotomy is important, because for instance, in 
usability engineering Nielsen claimed in the begin-
ning that it was not easy to establish measures or 
metrics to the quality of design (Nielsen, 1996). 
However, the existing instruments in the social 
sciences and very especially in communication 
and software engineering have demonstrated with 
the passing of time that it is possible to quantify 
or detect the quality of an interactive system.

soFtWARE MEtRICs

Measurement is one of the main tasks of our expert 
in communicability. He will count for that purpose 
with instruments stemming from software engi-
neering, human-computer interaction, semiotics, 
social communication, statistics among others. 
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With this purpose, he will apply the instruments 
of evaluation, his knowledge and experiences to 
reach the highest quality of the systems.

In general terms there are different types to 
measure with regard to the goals to be achieved, 
that is to say, focused on the object or in the ef-
fects on the object (Fenton, 1997). For instance, 
the purpose of a measurement in the software 
engineering can be: the process, the product, the 
language, the methods and the tools. It can also 
be considered the intention of that who carries 
out the measurement which can be: passive (one 
simply seeks the understanding of the object) or 
active (when one wants to predict, control and 
improve the object). Making a summary of the 
different kinds of measurements with regard to 
the goals to be achieved the following classifica-
tion is obtained; Direct and indirect; Process and 
Product: Objective and subjective.

The objective measurements are those in which 
two people can reach the same result considering 
the object in an independent way, for instance to 
count the lines of the code of a program. Subjective 
measurements are recorded on the basis of sub-
jective assessments. For instance, the experience 
of a person for the management of projects. The 
objective measurements turn out to be easier to 
automate then the subjective ones (Carey, 1996). 
Besides, these measurements of the physical world 
make up two types of categories of the measures 
to be used:

Direct measures. For instance, those mea-• 
sures that in order to determine the dimen-
sion of a program it the space that occupies 
the feasible program in megabytes can be 
seen.
Indirect measurements. Through these • 
measures the quality of a programmer’s 
work can be assessed by the percentage of 
failures detected in the summing-up.

The direct measure of an attribute is that mea-
sure that does not depend on the measurement of 

any other attribute. Whereas the indirect measure-
ment of an attribute is that measure which includes 
the of one or more other attributes.

In regard to the process of measurement in 
the engineering of the software, Fenton states 
the following formal definition: measurement is 
a process in which numbers or symbols are as-
signed to the attributes of the entities of the real 
world, to describe them accurately, in accordance 
with rules that have been clearly defined (Fenton, 
1997). Measurement assigns numbers or symbols 
of those attributes of the entities with the purpose 
of describing them. Starting from such entities, a 
first classification for measurement can be made 
-also called generically metrics in software engi-
neering (Pressman, 2005). Pressman presents the 
following classification:

Quality metrics: they respond to how to • 
satisfy the needs expressed by the custom-
er/user, and it is usability (Nielsen, 1993) 
and communicability that occupies itself 
the most with these aspects, whether it is 
from the point of view of the interaction 
of the formal and factual sciences (Bunge, 
1981).
Size-oriented metrics: through them direct • 
measures of the result can be watched as 
well as the quality of software engineering. 
Currently the reliability of its reach is rea-
son for discussion, since in the literature re-
garding it, it is usual to resort to the guide-
lines (code lines) as a unity of measure.
Function-aimed metrics: Such metrics fo-• 
cus on the functionality or usefulness of 
the program. They are based on the method 
presented by Albrecht in 1979, called point 
of function, and designed in its origins 
for the management information systems 
(Pressman, 2005). In 1986 Jones put for-
ward the characteristic features, to be used 
in software engineering applications and 
systems. In both cases one resort to heu-
ristic tables, with a value scale (Pressman, 
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2005).
Person-aimed metrics: they give infor-• 
mation about the human point of view of 
effectiveness of the tools and of the used 
methods. They are the first target of study 
in usability engineering, for instance. 
Implicitly therein lies communicability.

The set of metrics that has been used in the 
current chapter regards the quality metrics within 
the intersection between those aimed at the per-
son (Ghezzi, Mandrioli & Jazayeri, 2003). For 
instance, the application of this set of metrics 
aimed at communicability in the human factors 
and on-line hypermedia systems allows one to 
detect quickly those websites that damage the 
credibility of on-line information, such as website 
www.gens.labo.net:

In this website the surnames are illuminated on 
the map in the shape of a dot, and with a total of 
city and town councils where they are to be found. 
However, this is not trustworthy information, be-
cause these surnames have been extracted from the 

phone guides in the whole state, that is, it is not 
an information source like the population census 
(which would be the logical source for veracity in 
this case). The mistake becomes more apparent as 
soon as the Italian surnames are visualized in the 
USA map (see Figure5). It is usual that the staff 
employees or those responsible in public and/or 
private bodies look up that website before hiring 
an employee. In this case the lack of credibility 
enhances in some way an unfair exclusion or 
marginalization of human beings. A classical way 
to see this is to insert the executive board of a uni-
versity or multinational enterprise and see where 
appear the surnames (the further to the north and 
in fewer locations they appear, the higher work-
ing chances they will have in those bodies that 
avail themselves of this website to hire staff). We 
invite the reader to try with the following names 
in the Italian maps: Agazzi, Barcella, Bondensan, 
Colleoni, Corna, Crippa, Faliva, Giavazzi, Meani, 
Meda, Nembrini, Paraboschi, Pesenti and Valotti 
(other examples related to the current website in 
the Annex #1). Finding websites whose credibility 

Figure 4. The surname Gavazzeni is concentrated in the provinces of Lombardy (a northern region in 
Italy)
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is equal to zero but with serious consequences 
inside the whole of the human factors, because it 
affects some of the elementary principles of the 
Universal Declaration of Human Rights – i.e., 
article #1, http://www.un.org/en/documents/udhr 
–, as in this case. It is a task that requires special 
software metrics. Besides, they represent a con-
tinuous and qualitative process in the evaluation 
and improvement of the metrics.

As with other products, the software also 
has implicitly an elaboration process. The com-
municability analysis (methods and techniques) 
developed for heuristic assessment can be ap-
plied in different stages; the production, with the 
purpose of maintaining and raising the quality of 
the interactive system. Among the internal and 
external attributes there is a bi-directional relation-
ship that affects the quality of the software (Kit, 
1995). However, it is necessary to eradicate certain 
axioms that relate to the internal and external 
attributes but are false in the interactive systems 
environment, such as: the external qualities are 

those that have a greater importance in relation to 
the internal concerning the final product; a good 
internal structure yields as a result a good external 
quality (Fenton, 1997); the bigger the financial 
resources, the better the final quality and vice 
versa (Cipolla-Ficarra, 1997).

Finally, another area of knowledge that will 
be used by our communicability expert in his 
measurement process is statistics. The goal of 
its use is to sum up the conclusions reached 
in the measurements and to turn the data into 
easily interpretable information, for instance 
through the use of graphics, tables, etc. Many 
of these measurement activities have been made 
in usability laboratories in the nineties and more 
especially in human-computer interaction labs. 
Although communicability is implicit in usability, 
we consider that the most natural environment for 
its study remains in the interaction between users 
and computers (human-computer interaction), 
regardless of the names that the different labs 
working on the issue take.

Figure 5. The surname Colleoni is allegedly not wide spread in the USA
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sCIEnCEs, sEMIotICs And 
EdUCAtIonAL CoMMERCE

Theoretically, the sciences should have the same 
financial resources available to carry out their 
research. However, in the history of the sciences, 
those disciplines belonging to the social environ-
ment and which allegedly can serve to boost the 
quality of life of all the citizens in the global vil-
lage have always counted with fewer financial 
resources than the disciplines belonging to the 
formal sciences: physics, chemistry, mechanics, 
electronics, etc. This is the main reason why the 
training of new professionals in the social sciences 
is slowed down, from several points of view, such 
as: epistemological, the university academic, the 
demands for professional profiles in the labour 
market, etc. Within that reality it has been made 
for many decades the following premise: “In North 
America they do, and in Europe they explain 
what was done”. That is to say, there is a greater 
training of theoreticians in Europe than in North 
America, where the praxis and the experiments 
prevail. The new European universities have tried 
to insert this model, forgetting about the centuries 
of theories in which they are immersed. The so-
lution lies in finding a point of balance between 
practice and theories.

At present, professionals in the formal sciences 
are making incorrect analysis of the evolution and 
scientific content in multimedia/hypermedia, for 
example. They maintain that in the evolution of 
multimedia systems, at first there was multimedia 
in the commercial sense of the word, then the 
audio-visual sense, and at last in virtual reality. 
That is, the development of multimedia, audio-
visual has resulted in virtual reality (Brunet, 2002). 
Obviously there’s great confusion between the 
real history of multimedia and its derivations, or 
different meanings of technical definitions from 
different technical points of view. The confusion 
is easily detectable in the new orientations that 
are attempted in semiotics from the point of view 
of the formal sciences.

Present research uses concepts deriving from 
linguistics and semiotics (the European notion) 
or semiology (the American notion). The source 
of confusion is not coming from semiotics engi-
neering (De Souza, 2004) because we understand 
that the semiotic context belongs to the field of 
social sciences and we cannot talk about engineer-
ing in the same way. The aim of promoting this 
hypothetical new area “semiotic engineering” 
(De Souza, Barbosa & Silva, 2001), in regards 
to usability engineering (Nielsen, 1993), implies 
explicitly the eternal trend of the sector of formal 
sciences to quantify human communication, be 
it among people or between user and computer. 
This flawed vision of science theory makes clear 
various remarks that have been considered in the 
present work of investigation.

New professional people inside the field of 
communication sciences (in an Italian context) or 
information sciences (in a Spanish context), for 
example are necessary for the correct develop-
ment of interactive systems. The education and 
experience of these professional people must be 
at the intersection between factual sciences and 
formal sciences, the sector of development of this 
new profile in order to improve the interaction 
between person and computer (human-computer 
interaction). Talking about semiotics engineering 
is the same as creating a holistic whole belonging 
to formal sciences and including semiotics in it. 
It is clearly a large error, as semiotics has had its 
own autonomy for decades.

The correct direction of those interested in 
going deeper into the application of semiotics in 
interactive design –this is to be understood in a 
broad sense; interfaces, cognitive models, user-
centered design, etc. – must start from the social 
sciences towards the main disciplines that make 
up the technological universe of informatics: pro-
grammers, systems analysts, software engineers, 
etc. The inverse sense generates endless disrup-
tions in the scientific and academic environment. 
An environment that should stay neutral to the ups 
an downs of educative profiteering (mercantilism). 
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The aim of the terminology “semiotic engineer-
ing” is to draw attention for commercial purposes 
or to create false new areas that have existed for 
decades, such as in the academic Latin field be-
longing to social sciences.

The era of usability had its aegis in the nineties. 
Now users are living in the era of communication, 
and semiotics can help this process, but it does 
not mean creating an engineering medium for this 
purpose, as expected by semiotics engineering, 
especially when we talk about interface design, 
contents of interactive systems or communica-
tions between user and computer. The study of the 
media must begin in the social sciences, not with 
the interactive media. It is there where the first 
studies of their interaction with society are to be 
found. The interactive media underlie a big part 
of the theories, experiments and results that have 
been developed in the last decades in the social 
sciences until reaching the current global village 
and web accessiblity for all. At the same time, 
it is very important that from computer science 
the differences are established among hypertext, 
interactive multimedia (totally or partially) and 
hypermedia. Talking about the media era, as if 
it were something new, among the classical and 
interactive media is mistaken. Nonetheless, these 
errors are to be found in the modern theoretical 
framework concerning semiotics and new tech-
nologies.

The hypothetical new area of semiotics engi-
neering does not separate from the previous era 
because it goes on mixing the concepts coming 
from social sciences with computer science. Some 
models for the design of interfaces use concepts 
from object-oriented programming, thus creating 
confusion inside the same field of computer sci-
ence because you do not know whether they’re 
speaking about programming or design.

It is necessary to endow with bigger financial 
resources and decision power to the social sciences 
professionals and very especially those who have 
training and experience in the intersection of the 
formal and factual sciences. This error usually 
brings about high costs in the R+D products aimed 

at the interactive systems. In the area of the Eu-
ropean Mediterranean, usually those in charge do 
not know how to carry out quality evaluations in 
an autonomous way, whether it is about usability 
or communicability of a hypermedia system, for 
instance.

According to Ezequiel Ander-egg and Mario 
Bunge, it is important to keep in mind the follow-
ing fundamental aspects of science philosophy, 
before creating new scientific disciplines (Ander-
egg, 1986; Bunge, 1981). In our case, we are in 
front of a methodology of analysis and evalua-
tion applied to communication and design of an 
interactive system. All methodology overflows 
with methodological problems, as it implies 
investigations of gnoseological, metaphysical 
and world-conception kind. In order to place a 
methodological problem into a wider context of 
comprehension, we have to consider, at least, five 
classes of implications (Ander-egg, 1986):

Firstly, there are ontological implications. • 
We are referring to the nature of the social 
object, i.e., to the class of reality that is the 
social reality; these implications influence 
all the others. If it is a method, it is in fact 
a way to approach reality. Before deciding 
which is the most suitable method for the 
study of the social facts and their deriva-
tions, we can establish the class of reality 
of a social fact.
There are also gnoseological or knowl-• 
edge-theory implications. They refer to 
the opportunities of knowledge, its way 
of production, and its forms of validation, 
that establish or determine the relation-
ships between reality and thought, or, more 
precisely, between subject and object. For 
example, the empathy of communication 
for the designer’s part is important during 
the planning of a new system that will be 
used by potential users.
Logical implications refer to the methods • 
in the truest sense of the word, that is, to 
the paths and procedures of the human 
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spirit which, from a general point of view, 
derive from scientific knowledge.
As for the epistemological implications, • 
they refer to the formal structure of scienc-
es, including that of man and obviously the 
social sciences; these implications concern 
the principles of methodology, the scien-
tific truth, etc.
Finally there is the paradigm or disciplin-• 
ary matrix, basically constituted by ques-
tions in terms of the principles of social 
science, as such: the whole of postulates 
and assumptions, methods, fields of work, 
limits, problems, etc. that separate the re-
searchers of a certain scientific commu-
nity. A lot of the techniques presented in 
the heuristic evaluation: observation, en-
quiries, interviews, etc. belong to the field 
of social sciences and more specifically to 
sociology.

Now, in every science, the basic questions 
mentioned before are of great importance if there 
is real scientific activity. The answer given to these 
questions depends on the structure of science, its 
limits, its problems, the connection among them, 
the method and of course progress and scientific 
results.

The development and advance of the scientific 
community according to the precepts stated by 
Mario Bunge and Ezequiel Ander-egg goes into 
endless practical difficulties which spring from the 
mercantilistic environment, even in the context of 
public education (Cipolla-Ficarra, 2009). Interac-
tive communication or new technologies, whether 
it is from the theoretical or the practical point of 
view has always drawn the attention of those who 
intend to get economical profits in the short term. 
The consequence of this is that the terms are emp-
tied of their academical or scientific meanings to 
obtain the highest benefit in the least possible time. 
A clear example has been the fierce Spanish market-
ing campaign in front of the notion of multimedia 
in the mid nineties. Multimedia was presented as 

synonymous with computers with CD-ROM/DVD 
readers and loudspeakers. Consequently, until 
now, in the collective imagination of the Spanish 
population, multimedia is tantamount to interactive 
communication in off-line supports.

FUtURE REsEARCH dIRECtIons

Our main goal in the short term is to start to analyze 
the syllabuses of the faculties in the universities of 
America and Europe, especially those which have 
studies aimed at the human-computer interaction 
and the disciplines that comprise it. Through these 
results it is intended to establish a map of those 
universities where is detected the possibility of 
obtaining communicability experts with the least 
possible changes in the current study programs. Also 
a curriculum or study module will be established in 
computer science, telecommunications and social 
sciences studies. Besides, three levels will be set 
for the analysis and evaluation of the interactive 
systems; user, professional/productive, and scien-
tific. In a parallel way the set of communicability 
principles of the interactive systems will be defini-
tively organized, bearing in mind the new mobile 
technological devices of small size. Finally, to aim 
the research towards the tridimensional interfaces, 
Web 3.0 and the immersive interactive systems.

ConCLUsIon

Interactive communication is a reality that has 
changed communication between human beings. 
It is an interactive communication that constantly 
adapts the latest technological novelties in the 
daily life of millions of inhabitants in our planet. 
However, inside this daily coexistence it is nec-
essary to improve the conditions of quality and 
the horizontality of the digital or binary informa-
tion. That is to say, to go on with the process of 
free access to the information for everybody but 
eradicating the factors that damage the credibility 
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of on-line information. The latest technologies 
that are being incorporated in classrooms and in 
syllabuses should serve to reach these goals in 
the least possible time. The generation of a new 
professional who is an expert in communicability 
is not an easy task within the current university 
context –when we refer to an expert, we do not 
do it with a mercantilistic purpose, but rather 
scientific. In some private or public universities 
but which actually work as if they were a private 
firm with lucrative purposes, we find study plans 
aimed at the new technologies under the notion of 
interdisciplinary. In computer science faculties, 
the pressure exerted by the formal sciences pro-
fessionals is such that they prevent the insertion 
in the study plans of subjects which are typical of 
the social sciences. Some exceptions to this real-
ity exist in the study plans of public universities 
in the south of the American continent for thirty 
years. There it is feasible to find professionals in 
whom the theoretical and practical knowledge of 
the factual and formal sciences converge. That is 
to say, they are ideal professionals for the era of 
communicability. However, it is always necessary 
to differentiate between those professionals who 
from the formal sciences have gone the whole way 
(through 5 or 6 years –long university studies) 
towards computer science. (the logical direction 
in the context of the interactive systems) from 
those belonging to the sector of the formal sciences 
who usually seek the academic shortcuts of one 
or two years to reach the social sciences (through 
specialization courses and masters, for instance). 
The professional that we need in this time must 
escape from the mere notion of humanism or other 
similar. That is to say, their formation must be 
aimed at each one of the aspects of social com-
munication and the information in the interactive 
systems. Without any doubt, the constant studies 
that are being made from the software in defining 
the curricular profile for the next years are very 
positive. In these studies the term “quality” has 
always been present.
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KEY tERMs And dEFInItIons

Analyst in Communicability: An expert 
professional who has knowledge and/or experi-
ences in the intersection zone of the factual and 
formal sciences. Its main goal is to increase at the 
maximum the communicability of the on-line and 
off-line interactive systems.

Communicability Metrics: A set metrics 
from software engineering, human-computer 

interaction, social sciences (including semiotics) 
and usability.

Communicability: A qualitative communica-
tion between the user and the interactive system, 
such as hypermedia, mobile phones, virtual real-
ity, immersion multimedia, among others. The 
extent to which an interactive system successfully 
conveys its functionality to the user.

Interactive System: It is a computer device 
made up by a CPU and peripherals, whose 
functioning requires a constant interaction with 
the user. Currently these systems tend to their 
miniaturization, the mobility and wireless con-
nectability among them.

Quality Metrics: A set of attributes to assess 
an interactive system (product or service), for 
instance, an E-commerce website or a geographic 
information system software on a pocket PC.

Semiotics: The study or doctrine of signs, 
sometimes supposed to be a science of signs but 
not an engineering, for instance.
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Lastly we are transiting through the era of communicability and this quality must be translated to the 
whole global village quickly without wasting time for the welfare of the whole of humanity.

Also that it is necessary an opening towards new professionals in the context of the multimedia in 
order to increase quality and cut down production costs. Therefore, the new philosophy and team work 
required in the context of the software industry to obtain products and high quality services, particularly 
in the multimedia framework, is the intersection of the fact and formal sciences. We have also seen 
what the new generation of the web might eventually be like. Without any doubt it is a real challenge 
towards the future. 

I would like to close this book with two authors, Plato1: “Some day, in the distant future, our grand-
children’s grandchildren will develop a new equivalent of our classrooms. They will spend many hours in 
front of boxes with fires glowing within. May they have the wisdom to know the difference between light 
and knowledge”, and Kevin Kelly2: “It is communication that makes the world move, not computers. 
Communication is the base of our civilization, culture, memory and of our identity as human beings”, 
who have laid the stress on education and communication.  

EndnotEs

1 Gruwell, F. (2007). The Gigantic Book of Teachers’ Wisdom, New York: Skyhorse, p. 651.
2 http://archiviostorico.corriere.it/1998/novembre/15/Kelly_hippy_alla_conquista_Internet_ 

 co_0_9811155378.shtml

Final Remarks
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Annex 1:
Descriptive Statistics for the 

Communicability Studies

Francisco V. Cipolla-Ficarra
ALAIPO, & AInCI, Spain

Maria Valeria Ficarra
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IntRodUCtIon

In the present section are described the most rel-
evant components of descriptive statistics which 
are used in communicability and usability research 
mainly. We have been using these components 
through the years in the recompilation of results 
through the use of methods and techniques of 
heuristic assessment aimed at the quality of  on-
line and off-line interactive systems, regardless 
of both their contents and their potential users. 
As can be seen, it is not necessary to be an expert 
in mathematics for their application. Many of 
them are constantly used in the social sciences 
environment, especially those that are related to 
publicity communication in the face of the appear-
ance of new services and/or products, the voters’ 
opinion prior to the elections, etc. Therefore, the 
components of descriptive statistics belong to the 
following measures: frequency (relative and abso-
lute), measurements of central tendencies (average, 

median, mode), dispersion measurements (aver-
age deviation, standard deviation, the variance 
and range, minimum and maximum measures. 
Each one of these concepts, examples and the 
deductions of the presented formulas belong to 
the following authors: Murat (1974); Chatfield 
(1983); Tomeo-Perucha & Uña-Juarez (1989); 
Johnson & Bhattacharyya (1992); Moore (1995); 
Berenson, Levine, & Rindskopf (1998); Canavos 
(1998); Lea & Brooke (2004); and Hand (2008). 
The symbols of the equations of the statistics are 
represented with letters or abbreviations in Span-
ish or English, although regardless of them, the 
results are identical. The purpose has been to create 
a kind of bridge towards all those interested in 
communicability and who do not have knowledge 
or previous experiences in descriptive statistics.  
These concepts are accompanied by a set of real 
examples on-line with regard to the incorrect use 
of statistics, at the end of the annex. Their purpose 
is to make apparent the human factors that have a 
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negative influence on the quality of the software 
and human-computer interaction.

dEFInItIons And GoALs

“Statistics is the key disciplines for predicting 
the future or for making inferences about the 
unknown, or for producing convenient sum-
maries of data” (Hand, 2008, p. 3). Tomeo-
Perucha and Uña-Juárez define mathematical 
statistics as the science that studies random phe-
nomena and which in a second stage generalizes 
and predicts or infers results (Tomeo-Perucha 
& Uña-Juárez, 1989). As a part of mathematical 
statistics, descriptive statistics deals with the nu-
merical description of sets, and it is particularly 
useful when these have many elements, math-
ematically evaluating and analyzing the collective 
represented by the whole without trying to reach 
more general conclusions, which is the purpose 
of statistic inference. Canavos establishes that the 
purpose of descriptive statistics is the study of 
high-numbered collectives, which means that in 
each case certain characters of use are going to be 
described and analyzed in each case, or different 
collectives and the relationships existing among 
them (Canavos, 1998). To carry out the statistical 
process are  several stages are necessary, which 
can be summed up in four bullet points:

1.  The design or outline, through which is 
determined the goal to be pursued, the 
population or sample that is going to be 
studied., the features that are of interest, and 
the presentation that will be made with the 
gathered data.

2. The gathering of data may be direct or indi-
rect. Direct when it is the individual himself 
who delivers the data, generally through a 
questionnaire. Indirect when one resorts to 
a file, database, etc. 

3. The obtainment of results through the data 
treatment: these are the arithmetic opera-

tions, boxes, tables, graphics, etc. foreseen 
in the heuristic evaluation procedure of 
communicability that has to be carried out 
to obtain the results. 

4. The interpretation of results. The evaluator 
with the obtained results must advise those 
who must make the decisions, who, logically, 
will act bearing in mind the received infor-
mation. In the case of not having sufficient 
knowledge and/or experiences in statistics 
it is necessary to request the expert’s help to 
avoid unforeseen costs in the future before 
making decisions.

FREQUEnCY MEAsUREMEnts

Most of the results of the heuristic assessments 
are a set of observations and “values” which 
refer to the studied attributes or variables. For 
instance, if in the research one started by count-
ing the total of navigation keys which make up 
an interface, the initial or primary data consist 
in a numeric value associated to each examined 
screen. These initial data are usually grouped in 
frequency tables with the purpose of processing 
them in an efficient and fast way. The frequencies 
can be either absolute or relative.

Absolute Frequency and Relative 
Frequency

Absolute frequency is the number of times that 
a given value is observed, whereas relative fre-
quency is the proportion of times that a given value 
is registered in the analyzed sample or population. 
Next there is an example of absolute frequency 
and relative frequency. If the total of nodes that 
make up the guided links range between 10 and 
25, and once a systematic reading of a sample of  
Web 2.0 has been made, it is observed that the 
values in the variable nodes oscillate from 10 to 
25, that is to say, they encompass a 15 unit range,  
where each one of the possible values of the guided 
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link variable can be represented by 0, 1, 2, … n 
sometimes in the data recompilation. Supposing 
that the value 22 has been registered 30 times then 
the absolute frequency of 22 is 30. This means 
that in the sample of evaluated cases there were 
39 guided links with 22 nodes. If the number of 
studied cases was 60, the relative frequency is 
calculated in the following way:

Total of the reading of a given value 30 0.5
Studied cases 60

= =

From the example, it is deduced that a way 
of summing-up in an efficient and conventional 
manner what precedes is via the formula:

ff' 
N

=

In which f= absolute frequency of a given 
value; f= relative frequency of a same value; N= 
number of values of the study cases.

Grouping of data

There is the possibility of grouping the 
original data in a distribution of frequencies. 
This grouping can be made with two different 
“methods” which are presented next: 

Indicating the frequency of the values 1. 
into groups or class intervals of 
measurement scale
Indicating the frequency of the noted 2. 
values in the groups or categories 
intervals formed by two or more units 
of the primitive measurement scale

If the first method is used, for instance in 
the case of the total of nodes of a guided link, it 
would be necessary to indicate the frequencies 
with which were registered the total figures of 
the nodes that make up these guided links: 10, 
11, 12, ….25. It is possible that in a randomly 
chosen sample a determined amount of total 

figures of nodes in the guided links was not 
registered, consequently its frequency will 
be null. By using the second method, it is 
established that the total run of the values of the 
studied variable be divided into intervals of 2, 3 
or more units each. 

•  First category: Includes the values of 10, 
11, 12

•  Second category: Made up by the values 
13, 14, 15

•  Third category: Has the values 16, 17 18 
and so on until value 25

In this second method one can find guided 
links in the same category with 3 different 
amounts of nodes. For instance, in the first 
category there are 5 guided links with a total of 
10 nodes, another three guided links with a total 
of 11 nodes, 2 guided links with a total of 12 
nodes. However, at the moment of the recount of 
the data grouped in such a way, it is considered 
that all the cases that belong to the same 
category present the same value, regardless of 
their original value. The value that is attributed 
to the cases included in a same category is the 
central point thereof. That is to say, the guided 
links grouped in the category 10-12 are regarded 
as if they all had 11, since this is the central point 
of the category. It is obvious that the reduction 
of the original data in this second method 
introduces an error, which will have to be taken 
into account at the moment of carrying out the 
recount of the examined sample. 

As Murat (1974), Bulmer (1979), Chatfield 
(1983), Johnson & Bhattacharyya (1992), Moore 
(1995), Canavos (1998), Lea & Brooke (2004), 
Hand (2008), Ross (2009) maintain in order to 
cut down the original data to a distribution of 
frequencies it is necessary: 

1.  Establishing the range of the values of the 
variables

2. Registering the number of times that was 
recorded each one of the values that make 
up the range
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3. Selecting preferably the first method, or 
rather the second method by grouping two 
or more original categories to make up new 
categories: which will be so formed by two 
or more units of the original scale

Next an example of distribution of 
frequencies, where the grouping of original 
data (total of nodes of the guided links) is in 
categories of a unit each, whose purpose is to 
determine the absolute frequency. 

MEAsUREs oF CEntRAL 
tEndEnCIEs

The measures of the central tendencies (also 
known as centralization tendencies or averages) 
are the indexes that characterize the focus of a 
distribution of frequencies. These are: 

•  Average or Mean 
•  Median 
•  Mode

the Average

The average is the addition of the different values 
(N) that make up the field of study (it can also 
be a sample) and dividing then this result by N. 
The average or arithmetic average is the most 
important index to characterize a distribution of 
frequencies. For instance, if the values registered 
in a sample are: 

X1   X2   X3   X4   X5   X6 .................... XN 

The arithmetic average is:

∑=
i

ix 
N
1 M 

i = 1, 2, 3, 4, 5, 6, ..... N

Where: 

M = Population arithmetic measurement. 
N = Number of objects that make up the popula-

tion. 
Xi = value of the object i-umpteenth in the X 

variable.

the Median

The median is that value in measurement scale 
which divides the whole of the objects that make 
up the sample in two equal parts. The median 
can be calculated both in non-grouped as in 
grouped data. 

The median of a non-grouped set of data is 
obtained by ordering from major to minor or 
from minor to major the data and determining 
by a simple recounting the value of the element 
that divides the total set in two numerically equal 
subsets. However, here it is possible that two 
situations arise: 

1. If the total number of registered values is 
odd, then the median is given by the value 
of the element that occupies the centre of the 
groups. For instance, given the following set 

Table 1. Distribution of frequencies

Distribution of the frequencies

Values taken by variable X
(X = total of the nodes in guided tours)

Number of times with which was written 
each value of X

Absolute frequency

12 √ √ 2

11 √ √ √ 3

10 √ 1
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of nodes that represent the active medians 
(tridimensional animations in 11 analyzed 
videogames), that is, the following set:

E   20, 25, 27, 30, 32, 34, 21, 33, 24, 22, 2 9

Making an ordination from major to minor (it 
is possible from minor to major) we have: 20, 21, 
22, 24, 25, 27, 29, 30, 32, 33, 34. Since there are 
11 elements, the sixth (27) is the central value, 
that is, it represents the median. 

2. The total number of registered values is 
even, the median is given by the centre of 
the interval which is among the two central 
objects. Referring to the previous example 
but eliminating the last encyclopedia whose 
total of active nodes is 29, we have the fol-
lowing set:

E   20, 25, 27, 30, 32, 34, 21, 33, 24, 2 2

Making an ordination from major to minor 
we have: 34, 33, 32, 30, 27, 25, 24, 22, 21, 20. 
Consequently, the total of the data is an even 
number (10), the median in the current data set 
is given by the centre of interval, that is to say, 
between the two central values: the fifth and the 
sixth (27 and 25). Median = 26. Assuming that 
the central values are equal, therefore they have 
a centre of interval equal to zero, it is considered 
that the median is equal to the common value to 
the central elements.

the Mode

The mode is a n index of the central tendencies 
of a distribution of frequencies. The mode is a 

distribution of non-uniform frequencies (that 
is, the values in the measurement scale that was 
written down more times. Now, if the distribu-
tion presents two maximum frequencies in two 
adjoining categories, the mode is given by the 
limit that separates both categories. Whereas if the 
distribution has two maximum frequencies in non-
adjoining categories, that is, that the distribution 
is bimodal and besides it possesses two modes. 
In the case that the work is done with random 
samples of a universe, the frequency distributions 
are unimodal. In the supposition that two groups 
of elements belonging to different universes are 
working in a single one, the distribution of fre-
quencies may be bimodal. Next an example with 
which it is seen how the mode is calculated. In 
a set of 30 analyzed home pages, in which have 
been registered the total of icons (whose values 
vary from 0 to 10) for different operations, navi-
gation, edition, searches, etc, on the first screen 
of a selection, we can depict it in Table 2.

The highest frequencies were registered in two 
adjoining categories, the fifth and the sixth. There-
fore, the mode of the aforementioned distribution 
is the limit that divides them, that is 6.5

dIsPERsIon MEAsUREs

The dispersion measures represent the basic de-
scriptive indexes of a frequency distribution. The 
degree of dispersion is the measure in which a 
set of values concentrate around a central index. 
Hence dispersion is understood to mean diversity 
or heterogeneity of the observed values.

If in the face of two sets of random samples 
formed by an identical number of elements the 

Table 2. Mode: example

Number of icons 0 1 2 3 4 5 6 7 8 9 10

Total of icons in the first screen of the collection 0 0 1 4 1 6 6 1 2 4 5
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range of the first sample is bigger than the range 
of the second, consequently the values that make 
up the first prove to be more dispersed or het-
erogeneous than the second. The dispersion is 
lesser the smaller the range. It may happen that 
all the analyzed elements have the same value, 
therefore dispersion is equal to zero. The most 
used dispersion indexes according to Murat 
(1971), Bulmer (1979), Chatfield (1983), Johnson 
& Bhattacharyya (1992), Moore (1995), Berenson, 
Levine &  Rindskopf (1998), Canavos (1998) and 
Ross (2009) are:

•  The range (also called total range or rank)
•  The median deviation
•  The standard deviation (its square is called 

variance)

the Range

The range of a distribution is given by the number 
of units in the scale of measure that lies between 
the lower and the higher value, including both. 
That is to say:  

•  Pmax  = Maximum registered value
•  Pmin  = Minimum registered value

So the formula to register the range is:

•  Range  =  Pmax   -  Pmin  + 1

the Medium deviation

The medium deviation is the arithmetic average 
of the absolute values of the deviations with 
regard to the arithmetic average. In order to 
calculate the average deviation in non-grouped 
data the following formula is used:

 - ii

1DM  X M
N

i = 1, 2, 3, 4, ... N
Next an example of calculation of the 

medium deviation, applied to the evolution of 
exact synchronism between audio and image in 
a movement (dynamical means) for which 30 
video files were considered. The calculations 
require the following operations:

•  The calculation of the arithmetic average.
•  The determination of the deviation of the 

value of each category in regard to the aver-
age.

Table 3. Example of the calculation of the medium deviation.

Xi fi fi Xi Xi  - M fi      Xi  - M

1 4 4 3.83 15.32

2 3 6 2.83 8.49

3 2 6 1.83 3.66

4 7 28 0.83 5.81

5 1 5 0.17 0.17

6 3 18 1.17 3.51

7 6 42 2.17 13.02

8 1 8 3.17 3.17

9 2 18 4.17 8.34

10 1 10 5.17 5.17

N = 30 145 66.66
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•  Calculation of the products.
•  Addition of all the products obtained in the 

third operation.
•  Division of the addition obtained in the fourth 

operation by the total number of observations 
that were made.

In the following table are all the data to carry 
out the different operations to reach the medium 
deviation:

1.  The arithmetic average of the example is:

iii

1 145M  f  X 4.83
N 30

The deviations of each one of the Xi (once the 
average is known) are in the fourth column. The 
negative sign of some results is omitted because 
they are absolute deviations. The products fi   | 
Xi  - M |   are in the fifth column. The addition of 
them is 66.66 Applying the average to the total 
of the products of the fifth column, the result by 
approximation is: 2.22 Therefore, the average 
of the deviations (whether it is with a positive 
or negative sign) of the values of each one of 
the considered elements and in regard to the 
arithmetic average is approximately 2.2 units in 
each measurement scale.

the Variance and standard deviation

The variance is the arithmetic average of 
the squares of the deviations with regard to 
the average. The variance is the measure of 
dispersion of greatest use in the description and 
analysis of statistic data. The positive square root 
of the variance receives the name of standard 
deviation. There are two analogous symbols to 
depict it: V o δ2 

If one works with not grouped data the 
formula is:

2 2
i i

1s   N X ( X )
N

In contrast, if one works with grouped data, 
the formula is:

2 2
i i

1s   N fX fX
N

( )

41.2
10
5841587616460

10
1  s ==−=

For the calculation of the variance of the same 
example of the totals of the guided links, the 
average has to be calculated previously:

Table 4. The following is an example applied to 
a set of 10 DVDs in which the total figures of the 
guided link with the highest number of screens 
was

DVD # Total

1 13

2 10

3 14

4 16

5 8

6 10

7 12

8 11

9 14

10 16

Table 5. A way of presenting the operations of  
Σ  X

2
i  and (Σ  Xi)

 2

Xi X2
i

13 169

12 144

14 196

16 256

8 64

10 100

12 144

11 121

14 196

16 256

Σ = 126 Σ = 1646
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i
i

1M   12.6
N

x

Applying the formula of the variance:

21V X
N ii

Replacing the obtained values in the table the 
following fraction is reached:

58.4V  
10

Consequently, the result is:

s  5.84 2.41

CAtEGoRY

Next we find the definitions of category or class, 
interval, exact limits of category and focal point 
of category:

1.  The classes or categories are the categoriza-
tion criteria of the original values and may 
be formed by one or more units of measure 

of the original scale. For instance, if the 
original measurement scale has a range of 60 
units, it is possible to make new categories 
to speed up the recompilation process of the 
data. The interval or width of the category is 
the number of units that make up a class. 

2.  The total range is divided into k (k = k-
umpteenth ) categories, in such a way that 
their number is no fewer than 10 nor higher 
than 20. The criteria to determine the width 
of the categories and consequently their 
number is arbitrary. However, one tends to 
make categories with an odd map of units 
that make up a category which is generally 
indicated with the letter “i”. A continuous 
scale is formed by units of measure which 
are in theory divisible in infinitely small 
subunits. If they are not, the scale is poor.

3.  The exact limits of the category serve the 
purpose of obtaining a higher accuracy 
in the calculation of statistical data, It is 
convenient to specify which are the exact 
limits of a category. The measuring instru-
ment specifically applied, in all the cases, 
allows only a limited subdivision of the 
basic units, (for instance the 100 centimetres 
that make up a metre) in such a way that 

Table 6. Example of the calculation of the variance

Xi x = (Xi - M) X2 = (Xi  - M)2

13 0.4 0.16

12 - 0.6 0.36

14 1.4 1.96

16 3.4 11.56

8 - 4.6 21.16

10 - 2.6 6.76

12 - 0.6 0.36

11 - 1.6 2.56

14 1.4 1.96

16 3.4 11.56

Σ = 126 Σ = 0 Σ = 58.4
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the value of an object whatsoever can only 
be expressed in an approximate way to the 
nearest mark in the scale of the used instru-
ment. For instance, if the units of the scale 
are centimetres, an object whose real length 
is 15.8 centimetres will be approximated to 
16, whereas if another object has a length 
of 15.4  centimetres, it will be close to 15. 
A class made up by the values 10, 11, and 
12 that is to say, with an interval of three 
units, has its apparent limits in 10 and 12, 
but its exact limits in 9.5 and 12.5, since all 
the objects bigger than 9.5 and smaller than 
12.5 belong to this category.

4.  The central point of the category is the point 
that is to be found at an equal distance of its 
own exact limits. It is obtained by dividing 
by two the number of units that make up 
the interval of the category, and later on by 
adding the result to its exact lower limit. For 
instance, if we have a category made up by 
2 units, whose exact limits are between 9.5 
and 11.5 its central point is:

29.5 10.5
2

Note: The letter or symbol used for the central 
point is  X’i (the apostrophe means that the Xi 
value is arbitrary)

tHE RoUndInG oF tHE FIGUREs

The following criteria have been used to round 
the figures of the research. If the first figure to 
be eliminated is 0, 1, 2, 3 or 4, then it is simply 
eliminated. If it is a 9, 8, 7, 6 or a 5 followed 
by other figures then the figure is increased in a 
unit. For instance, the result of rounding 65.4 is 
65, of 231.27 is 231, of 0.27503 is 0.28. 

If the figure to be eliminated is a 5 which 
is not followed by other significant figures, the 
same mistake is made if we wipe out the 5 than 
if we increase in one the preceding figure. In this 

case it is rounded so that the previous figure is 
even; in this way, when one operates with many 
numbers, the excesses of some can make up for 
the defects of others, and the final mistake will 
be lesser. For instance, 273.5 is rounded to a 
whole in 273, and 39.35 is rounded to decimals 
in 30.2.

tHE sAMPLInG

As Canavos to understand the nature of statistics 
it is necessary to understand the population 
notions –also called universe or collective 
(Canavos, 1988). A population is the collection 
of all the possible information that characterizes 
a phenomenon. 

In statistics, population is a much more 
general concept that the one held by the general 
definition of this word. In this sense, a population 
is any collection, whether it is of a finite number 
of measurements or a big collection, virtually 
infinite, of data about something of interest. 
On  the other hand, the sample is a selected 
representative subset of a population (Lea & 
Brooke, 2004; Ross, 2009). A good sample is 
that which reflects the essential characteristics 
of the population from which it was obtained. 
In statistics one resorts to random methods to 
guarantee these essential characteristics. 

The probabilistic random samples or 
randomly chosen are those that are reached 
on the basis of the calculation of probabilities, 
eliminating possible arbitrarity. It means that the 
universe population that makes up the basis of 
the sample can be subdivided into different units 
called sampling units. When one says that the 
sample is randomly determined, it is meant that 
any of the units or elements that make up the set 
has the same probabilities of being included in 
the sample. This procedure has more chances of 
validity the more homogeneous is the whole. 

Tomeo-Perucha and Uña-Juaréz claim that 
a random sample is that which is obtained in 
such a way that from all the pertinent points of 
view the researcher does not have any reason to 
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believe that it will have to cause some leaning 
or tendency (Tomeo-Perucha & Uña-Juaréz, 
1989). According to Canavos a way of obtaining 
a good sample when the sampling process 
provides every object in the population an equal 
and independent opportunity of being included 
in the sample (Canavos, 1988). If the population 
consists of N objects and from these is selected a 
sample of the size n, the sampling process must 
ensure that each sample of size n has the same 
probability of being selected. This procedure 
leads to what is called random sample or simple 
random sample. The term “random” is related to 
the impartiality in the selection of the sample. 

The selection of tangible objects of a 
population consists in a finite number of objects 
(such as is the case of DVDs or the components 
of a interactive system: homepage, nodes, links, 
etc.). In this regard Canavos indicates two ways 
of obtaining random samples in this kind of 
population (Canavos, 1988): First, after carrying 
out an adequate mixture of the objects of the 
population, one is extracted and the measurable 
characteristic is observed. This observation will 
be X1. The object is returned to the population 
and this is mixed again, then the second object 
is extracted, X2 is chosen for the second 
observation. 

The process is continued in this way until 
n objects have been extracted to get a sample. 
This technique has the name of sampling with 
replacement. Second, after carrying out an 
adequate mixture of the objects of the population 
n, one is extracted and after others without 
replacement. the measurable characteristic 
is observed. This technique has the name of 
sampling without replacement and is the one 
used in our heuristic techniques and methods for 
usability and communicability evaluation. 

The random sampling without replacement is 
used when the size of the population is relatively 
small (not over 100 objects). This is what makes 
up a hypergeometrical distribution or discreet of 
probability (Canavos, 1988).  

If the sample is made with replacement, it is 
very likely that the same object is chosen more 

than once, if the study population is small. On 
the other hand, if the number of objects in the 
population is very big, it is irrelevant whether the 
sampling is made with replacement or without 
it. The more the size of the population grows, the 
random replacement sampling is in every intent 
and purpose the same as the random sampling 
with a replacement. When certain characteristics 
of the set or universe are known, one proceeds to 
group according to stratus, categories or classes 
the sampling units which are homogeneous 
among themselves. For instance, the use or 
content of the DVDs allows to classify them in 
biographical, geographical, historical, etc. strata 
a random choice will later be made (simple 
random). The result of such procedure is known 
as stratified sampling. 

The interested reader can refer to the 
bibliography in Murray Spiegel and Larry 
Stephens  for get hundreds of examples, solved 
problems, and practice exercises in statistics 
(Spiegel & Stephens, 2007). 

EXAMPLEs onLInE

Next follows a series of real examples where 
statistics is manipulated to have a negative 
influence on the daily life of the users of the 
global village as defined by McLuhan. Besides, 
we present a set of instances about star enunciator 
and collaborators.

statistics, surnames and  
Professional Future 

In the Gens Labo website it can be seen that 
an activity aimed at commercial ends such as 
printing on a shirt the map of Italy allegedly 
containing the genealogical information of 
surnames. However, the current website can 
entail negative consequences to millions of 
users because of the bad use of the information 
contained in the database which a priori is 
presented as based on census statistics of 
the Italian population interrelated with the 
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Figure 1. Physical map

Figure 2. Provincial map
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genealogical trees of the surnames. Everything 
starts by introducing a surname in the hyperbase 
and ends with the visualization of the result on 
a map of Italy.

The system allows one to visualize different 
kinds of maps: bordering, provincial and physical. 
In the first and the last some circles of different 
sizes appear to represent the concentration 
of the surnames in the scale modality. In the 
provincial map they resort to the use of colors 
and range of values. However, if we place the 
cursor over the provinces appears the title of the 
autonomous region but not that of the provincial 
one (see Figure2). That is, the obtainment of the 
data does not reflect the reality. The territorial 
division represented by provinces does not serve 
any longer since the information shown to the 
user is only regional.

Apparently the circles with the population 
density which accompany the maps (right area 

of Figure3) would ease the progressive reading 
of those areas where people with the same 
family name are located. The dots line which 
splits the table #7 into two indicates that in the 
upper part are those people who have higher 
chances of success because of “purity in the 
family names” issues (that is, who allegedly are 
few and distributed in regions of the North of 
Italy) from those  in the lower part, regardless of 
the experience and/or high study levels obtained. 
The reader who is interested can research 
in the management posts of the enterprises, 
industries, regional public institutions, etc. the 
surnames that appear (a small concentration the 
surnames between 1 and 350 cities and/or towns 
–approximately– is a sign of big success in some 
regions of the North of Italy). Besides, we can 
observate a second set, that is to say, between 
351 and 950 cities and/or towns with big middle 
level of success. Exceptionally, in this range of 

Figure 3. Bordering map
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values, we can find some surnames with a high 
probably of success. 

The surnames of a common use such as 
Rossi, Bianchi, Conti, Serra or Carusso do 
not have a high likelihood of success in some 
environments, through the current system of 
visualization of surnames, based on the phone 
directory and not the real census. For instance, 
we can find Spanish and Portuguese surnames, 
too. In the alleged hyperbase of Italian surnames 
we come across some Spanish surnames, without 
their corresponding accents in the vocals, such 
as González, García, Rodríguez, etc. 

The mistake becomes more apparent as 
soon as the Spanish surnames are visualized in 
the USA map. The surname González is widely 
spread among the peoples of Latin America and 
not among the Italian community.

In the listing all these surnames focus on the 
northern regions, excepting the four finals which 

are distributed among the whole territory. The 
surnames at the end of the list will not have the 
same working conditions, that is, labor parity 
in many institutions, both entrepreneurial and 
educative, whether they are public or private. 
This situation does discirminate in educational 
or employement opportunities or decisions for 
qualified persons on the basis on the phone 
directory. A study in the northern regions about 
the greater labor stability and income per capita 
of those surnames that occupy the first twelve 
places of the table (regardless of studies and 
experience), would show with certainty this 
statement and with a scarce margin of error.

star Enunciator and University 

The profile of the star enunciators denote a mania 
towards statistic and gaining visibility on-line. 
Generally, the star enunciator has web pages and 

Figure 4. “Purity in the family surnames” –very small circle in regions of the North of Italy
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Figure 5. The González surname is of Spanish origin, and it means «son of Gonzalo”

Figure 6. We can see how the surname González is widely spread along all the USA
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official pages with the site of the university, blog, 
etc. (the contents are similars) and some social 
networks: LinkedIn, Facebook, Twitter, Naymz, 
etc. Their names must appear in the first slots in 
the main search engines such as Google, Yahoo, 
MSN, Ask, etc. In the same website of a professor 
or star enunciator we find the persuasion at the 
service of the promotion of authoritarianism 
and the destruction of credibility through the 
inadequate use of statistics. In the figures 7 and 
8, it switches to an alleged daily control from the 
accesses of students. 

The passing of time allows us to see how 
these new counters engines (Figure9) become 
something like a personal obsession for some 
star enunciators or pupils of star enunciators. 
Besides, thanks to the ease of editing on-line 
information, sometimes the star enunciator boasts 
of being a specialist by ridiculing his colleagues 
(figures 10 and 11). However, through the deeds 
of his collaborators it is feasible to detect his 
scarce knowledge of the subjects in which he 
is allegedly an expert, for instance, usability 
engineering. Once his on-line smear tactics are 
detected, he will quickly change the content of 
the websites that he/she manages but he/she does 
not respect international usability principles and 
standards. For instance, different textual content 
between Italian and English –see figures 12 and 
13. Additionally, a way to detect his destructive 
presence is the constant changes or updates he/
she makes in his contents (these examples are 
dated: August 2009).

Generally, the collaborators of these star 
enunciators demand help on the issue of the in-

Table 7. Statistics and “purity in the family 
surnames” in Lombardy, Italy.

Surname Total cities and/or towns

Dalmagioni 2

Deldossi 7

Selvinelli 10

Cassader 13

Betella 20

Ghilardini 36

Delprato 47

Roggeri 52

Salvaneschi 108

Ghitti 109

Piazzalunga 117

Luoni 125

Guffanti 153

Lancini 172

Mangili 188

Maffeis 263

Cortinovis 267

Tomasoni 342

Castoldi 343

Pesenti 487

Cerutti 688

Gandini 700

Manzoni 828

Beretta 941

Caruso 1776

Serra 1825

Conti 2494

Bianchi 2932

Rossi 4541

Figure 7. Control of the access in a banal exercises area: Word, Write, Excel, etc.  – triadic relation 
between star enunciator/teacher, users/students and Google
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Figure 8. A referential link to a new page with W3Counter

Figure 9. Old contents in university website and new counter systems –W3Counter

Figure 10. The contents of the university subjects in audio support show the presence of a star 
enunciator
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Figure 11. The star enunciator does not respect the freedom of choice of interface resolution in this interface 
(http://www.agilemodeling.com/essays/agileUsability.htm), forgetting that his knowledge in interfaces are null

Figure 12. The star enunciator does not respect usability standards when the content has two languages, 
that is to say, we can see a short and long textual information of the same frame –long content in Italian

Figure 13. The English version has different order, content and there is a mistake in the title (progetti 
–is an Italian word)
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terfaces but leave out the sources or bibliografy 
references of the received knowledge (i.e., remarks 
for a final project from Alessandro Venturi about 
podcasting: http://comesifaunpodcast.wordpress.
com/2006/05/10/primo-incontro-podcaster-
italiani). 

Magazines and newspapers

The theoretically scientific magazines can be a 
huge source of credibility destruction, especially 
in the case that they represent virtual communi-
ties allegedly aimed at the issues related to the 
on-line interactive systems.

A diacronical analysis of the websites of the 
star enunciator also helps. For instance, in figure 
14 we have a digital publication –www.revistafaz.
org– in which a lie is said concerning the age of the 
interview. In page 60 he says. “I am 41 years old” 
and in the last page #67 “I will turn 49 in Septem-
ber”. Oddly enough, in that publication they use 
an asterisk (the quickest symbol from keyboard 
to depict a star in informatics) as a separator of 
the sentences stressed in the text. That is, this is 

a multiple stardom example: enunciator, content 
and presentation. Whenever we come across this 
triad, the value of the credibility of the means, 
the interviewer and the interviewee is arguable, 
not to say equal to zero.  

A way of assessing a news item in the cur-
rent digital newspapers is through the evaluation 
star rating, its readership, the total of votes and 
sendings of the news. Besides, a differentiation 
is qualitatively established among the most seen, 
the most valued and the total of sendings of the 
news through an e-mail, that is to say, “E-mail 
this article to a friend”. However, in the statistics 
graphic of the reading and the sending of the news 
the timescale of the values in the Y coordinate is 
not represented (Figure15).

In the following example (Figure16) it can be 
seen how statistics are used with publicity pur-
poses, but destroying credibility. The destruction 
is due to the fact that this value of accesses to the 
homepage of a newspaper obeys to a change of 
style in the contents (June/July 2009), choosing 
a line known as tabloid or yellow press such as 
can be the circulation of multimedia informa-

Figure 14. Credibility arguable in Faz Magazine  –www.cadius.org (August 2008)
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tion (photographies and sound recordings) with 
worldwide exclusivity.

In the current section it has been seen using two 
examples how the mixture of scientific academic 
information and the commercial ends are negative 
for the credibility of on-line information.
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IntRodUCtIon

This annex shows the 152 aspects considered all 
along the research with their punctuations. The 
aspects are organized by categories for their better 
comprehension.

Each one of the aspects can contribute to one 
or more design and contents concepts and to the 
five eGovernance mainstays.

An example is shown in order to understand 
the aspect’s description:
1. Aspect’s description
2. Origin: This item shows the source of aspect. 

This parameter’s value can be: ONTI, W3C, 
RT (Research Team), PUB (International 
Publications).

3. Design and Content: This item shows the 
score assigned to the aspect regarding its 
contribution to each one of the 7 design and 
content concept. The valid values for the 
score are integers from 0 to 5. Which are 
written after each abbreviation: FR (Friend-
liness), NA (Navigability), US (Usability), 
AC (Accessibility), IN (Information), VE 
(Veracity) and FU (Functionality).

4. Mainstay: This item shows the score as-
signed to the aspect regarding its contribu-
tion to the fulfillment of each one of the 5 
eGovernance mainstays: SER (e-Services), 
DEM (e-Democracy), ACC (Active Com-
munication), PAC (Passive Communication), 
TRA (e-Transparency).
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Each one of the 152 aspects got a score at least 
in one of design and contents concepts. Addition-
ally there are 80 aspects from the 152, which 
got a score in at least one of the 5 eGovernence 
mainstays. It is important to highlight that an 
aspect can get score in more than one concept 
and/or mainstay.

1.1 Category: technical Aspect

1. When a login form is cancelled it mustn’t 
return “Security error”
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 4 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   SER: 2 - DEM: 0 - ACC: 

0 - PAC: 2 - TRA: 0

2. The web site can be seen in standard resolu-
tion (1024x768)
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 4 - NA: 

5 - US:  - AC: 3 - IN:  3- VE: 0 - FU: 0
• MAINSTAYS:   None

3. The web site doesn t́ have code errors.
• ORIGIN: W3C
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None  

4. The Domain is in clear concordance with 
local government name.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 5 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   SER: 1 - DEM: 0- ACC: 

1 - PAC: 0 - TRA: 0

5. Web pages do NOT reload automatically
• ORIGIN: W3C
• DESIGN AND CONTENT: FR: 4 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None    

6. The web pages can be used even when they 
don’t include applets or script support.
• ORIGIN: W3C
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None 

7. The web site does not include images’ license 
errors.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None 

8. The web site does not include not available 
(broken) images.
• ORIGIN: RT
• DESIGN AND CONTENT:     FR: 5 - NA: 

0 - US: 3 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None 

9. The web site does not include links to other 
site’s banners.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 3 - NA: 

5 - US: 4 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None 

10. The web site does not include mobile contents 
that move through the page.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 3 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None 

11. The web site does not include scripts or 
applets’ event controllers depending on the 
input device.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None 
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12. The web site does not include broken 
links.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

4 - US: 4 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None 

13. The web site does not include frames
• ORIGIN: PUB [2]
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None 

14. The web site does not include mark ups to 
redirection pages automatically.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 2 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None 

15. The web site does not include tables to 
content organization.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None 

16. The web site does not include pop ups win-
dows.
• ORIGIN: W3C 
• DESIGN AND CONTENT:  FR: 0 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None 

17. If the web site uses ASCII Art, it can be 
skipped.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 2 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None 

18. The web site includes redundant text links 
for images maps.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None 

19. The web site gives security to on line trans-
actions
• ORIGIN: Research Team
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 5 - FU: 2
• MAINSTAYS: None 

20. The web site offers image maps on the client’s 
side instead of the server’s side excepting 
when the regions cannot be defined by a 
geometric shape.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None 

21. The web site uses style sheets.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None 

22. The web site uses relative units in mark ups 
and other visual elements.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None 

1.2 Category: Banner

23. In the banner, the name and municipality’s 
logo is NOT built by Flash or Silverlight
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 2 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None 
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24. The banner refers to municipality name and 
location
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 5 - NA: 

0 - US: 5 - AC: 0 - IN: 0 - VE: 0 - FU: 
0

• MAINSTAYS:   SER: 2 - DEM: 2 - ACC: 
0 - PAC: 0 - TRA: 0

25. The banner shows the local government 
logo
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 4 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   SER: 2 - DEM: 2 - ACC: 

0 - PAC: 0 - TRA: 0

26. In the banner, the organization name does 
not move
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None 

1.3 Category: Browsers

27. The browsers´ results, when searching for 
the municipality web site, include the mu-
nicipality name and they mention “official 
web site”.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 4 - NA: 

0 - US: 4 - AC: 0 - IN: 0 - VE: 5 - FU: 0
• MAINSTAYS:   SER: 2 - DEM: 0 - ACC: 

2 - PAC: 0 - TRA: 0

28. It is enrolled in the main web browsers 
(ALTA VISTA, GOOGLE, LIVE, YA-
HOO).
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 0

29. The web site includes metadata to add seman-
tic information to web pages and sites.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   SER: 2 - DEM: 0 - ACC: 

2 - PAC: 0 - TRA: 0

1.4 Category: General 
Characteristics 

30. The web site offers keyboard shortcuts.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 3 - NA: 

3 - US: 4 - AC: 3 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None

31. The web site does not include transition 
music or sounds.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 4 - NA: 

0 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None

32. The presentation page could be skipped 
before the site is loaded.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 5 - NA: 

0 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None

33. The web site shows the path from the home 
page to any other page inside the site. (bread-
crumbs)
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 5 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None

34. The web site allows using the mouse’s right 
button.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 0 - NA: 

3 - US: 3 - AC: 3 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None
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35. The web site allows returning to home page 
from any page inside the web site.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 5 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

36. The web site allows using the navigator’s 
RETURN button.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 5 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

37. The web site has its logo in the address 
bar.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 1 - NA: 

0 - US: 2 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

38. All the web site functionalities are available 
into the site.
• ORIGIN: PUB [2]
• DESIGN AND CONTENT: FR: 3 - NA: 

4 - US: 0 - AC: 3 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None 

1.5 Category: Main Menu’s 
Categories 

39. The main menu includes interaction areas 
option.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 1 - NA: 

1 - US: 1 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   SER: 0 - DEM: 5 - ACC: 

0 - PAC: 5 - TRA: 0
40. The main menu includes contact option.

• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 5 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 5 - ACC: 

0 - PAC: 5 - TRA: 0

41. The main menu includes government op-
tion.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 3 - NA: 

3 - US: 3 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   SER: 0 - DEM: 5 - ACC: 

5 - PAC: 0 - TRA: 0

42. The main menu includes services option.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 5 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 5 - DEM: 0 - ACC: 

5 - PAC: 0 - TRA: 0

1.6 Category: Colors/ design

43. It provides good background and text con-
trast to improve reading.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 4 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 2 - DEM: 0 - ACC: 

2 - PAC: 0 - TRA: 2

44. The content area of the page does not have 
vertical scroll bar, to move through the 
text.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

45. The content area of the page does not have 
horizontal scroll bar to move through the 
text.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 5 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None
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46. The secondary pages’ design coincides with 
main page’s design.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 5 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

47. The web shows explanations not only by 
colors
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 2 - DEM: 0 - ACC: 

2 - PAC: 0 - TRA: 2

48. The only way to access an option into the 
web site must not be by a banner built with 
Flash or Silverlight
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 3 - NA: 

5 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None

49. The inner page of the web site must open in 
the same window used by the main page.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 3 - NA: 

5 - US: 3 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None

50. The web site uses the same typefont in all 
its pages.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 4 - NA: 

0 - US: 0 - AC: 3 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

51. The web site does not use green over red or 
brown contrast (most frequently daltonism 
type)
• ORIGIN: PUB [11]
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 1 - DEM: 0 - ACC: 

1 - PAC: 0 - TRA: 1

52. The web site must not offer empty pages 
without the sign “UNDER CONSTRUC-
TION”
• ORIGIN: Research Team
• DESIGN AND CONTENT: FR: 4 - NA: 

3 - US: 2 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

53. The web site must not use blinking text or 
colors.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 2 - NA: 

0 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

54. The main page must not be too long.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 3 - NA: 

4 - US: 2 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

55. All the pages are centered.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 1 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

1.7 Category: Multimedia Contents

56. The web site offers content’s readers for deaf 
users.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 2 - NA: 

0 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 2

57. The text that reproduce the dynamic content 
is updated when the content changes.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None
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58. The web site offers text according the infor-
mation showed in the multimedia (videos, 
recordings)
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 1

1.8 Category: Legal stuff 

59. The web site shows the last updating date
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 3 - FU: 0
• MAINSTAYS: SER: 1 - DEM: 0 - ACC: 

1 - PAC: 0 - TRA: 0

60. The web site does not include private ad-
vertisements.
• ORIGIN: PUB [2]
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 5 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 0 - ACC: 

3 - PAC: 3 - TRA: 0

61. The web site does not does not disclaim its 
own information.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 5 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 5 - ACC: 

5 - PAC: 0 - TRA: 3

1.9 Category: downloads

62. The purpose of the file to be downloaded is 
mentioned.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 5 - NA: 

0 - US: 5 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

63. The web site offers alternative file formats.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 3 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

64. The weight of the file to be downloaded is 
shown.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 5 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

1.10 Category: Published 
documents

65. The web site shows the news´ author
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 1 - VE: 3 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 3 - ACC: 

3 - PAC: 0 - TRA: 3

66. The web site provides news’ author contact.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 3
• MAINSTAYS: SER: 0 - DEM: 3 - ACC: 

0 - PAC: 3 - TRA: 3

67. The web site shows news date.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 2 - AC: 0 - IN: 2 - VE: 4 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 0

68. The web site doesn’t disclaim its own pub-
lications.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 4 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 5 - ACC: 

5 - PAC: 0 - TRA: 5
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1.11 Category: Forms

69. The forms clearly differentiate the manda-
tory form’s fields. 
• ORIGIN: PUB [11]
• DESIGN AND CONTENT: FR: 5 - NA: 

0 - US: 5 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 0

70. It offers forms to e-mail web site con-
tents.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 2
• MAINSTAYS: SER: 0 - DEM: 3 - ACC: 

0 - PAC: 3 - TRA: 0

71. The printable forms are in A4 .pdf format.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 4
• MAINSTAYS: SER: 5 - DEM: 0 - ACC: 

5 - PAC: 0 - TRA: 0

72. The form’s data are validated in the client 
with clear messages.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 5 - NA: 

0 - US: 3 - AC: 3 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

0 - PAC: 3 - TRA: 0

73. The forms allow the tabulator use and follow 
a logic order.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 4 - AC: 3 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 0

74. It offers forms to fulfill on line transactions.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 4
• MAINSTAYS: SER: 5 - DEM: 0 - ACC: 

0 - PAC: 5 - TRA: 0

75. The form’s input data are validated to check 
them.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 3 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

0 - PAC: 3 - TRA: 0

76. It provides close questions in the forms as 
frequently as possible. 
• ORIGIN: PUB [11]
• DESIGN AND CONTENT: FR: 4 - NA: 

0 - US: 4 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 0

77. The forms include elements directly related 
with the expected options number. 
• ORIGIN: PUB [11]
• DESIGN AND CONTENT: FR: 4 - NA: 

0 - US: 4 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 0

1.12 Category: Administrative  
transactions 

78. It allows transaction ś condition consult-
ing.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 5
• MAINSTAYS: SER: 5 - DEM: 0 - ACC: 

0 - PAC: 5 - TRA: 0
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79. It offers transaction’s information.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 5 - VE: 0 - FU: 0
• MAINSTAYS: SER: 5 - DEM: 0 - ACC: 

5 - PAC: 0 - TRA: 0

80. It provides ways to request appointments.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 5
• MAINSTAYS: SER: 5 - DEM: 0 - ACC: 

5 - PAC: 0 - TRA: 0

81. It informs about jobs policy and vacan-
cies. 
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 3 - VE: 2 - FU: 3
• MAINSTAYS: SER: 0 - DEM: 5 - ACC: 

5 - PAC: 0 - TRA: 5

1.13 Category: Icons

82. It has an icon to enlarge type fonts
• 2ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 0 - AC: 3 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 2

83. It has an icon to send mail
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 3 - ACC: 

3 - PAC: 3 - TRA: 0

84. It has an icon to print
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 0

85. It has an icon to see more information
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 0

1.14 Category: Images and size

86. When the user moves the mouse over an 
image or an icon a context text appears
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 4 - NA: 

0 - US: 4 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

87. The web site has light images in gif or jpg 
format.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

3 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None

88. The page’s weigh is up to 250 KB
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

3 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

89. The web site has image’s resolution up to 
72 dpi
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

1.15 Category: site’s Information

90. It has an icon to enlarge typefonts
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 2 - VE: 0 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 3 - ACC: 

3 - PAC: 0 - TRA: 3
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91. It has an icon to Send Mail.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 3 - VE: 0 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 5 - ACC: 

5 - PAC: 0 - TRA: 5

92. It has an icon to print.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 5 - VE: 0 - FU: 0
• MAINSTAYS:   SER: 5 - DEM: 0 - ACC: 

5 - PAC: 0 - TRA: 0

93. It has an icon to see more information.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 3 - VE: 2 - FU: 0
• MAINSTAYS: SER: 1 - DEM: 0 - ACC: 

0 - PAC: 0 - TRA: 0

94. It provides electronic address of government 
areas.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 4 - VE: 2 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 5 - ACC: 

0 - PAC: 5 - TRA: 3

95. It provides information on annual budget.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 2 - VE: 0 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 5 - ACC: 

5 - PAC: 0 - TRA: 5

96. It informs municipality’s hours of open-
ing.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 5 - VE: 0 - FU: 0
• MAINSTAYS: SER: 5 - DEM: 0 - ACC: 

5 - PAC: 0 - TRA: 0

97. It informs on transportation to arrive to the 
town hall.
• ORIGIN: PUB [6]
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 4 - VE: 0 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 0

98. It provides information on government 
areas.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 3 - VE: 2 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 3 - ACC: 

3 - PAC: 0 - TRA: 5

99. It provides map with the town hall location.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 3 - VE: 0 - FU: 0
• MAINSTAYS: SER: 2 - DEM: 0 - ACC: 

2 - PAC: 0 - TRA: 0

100. It provides information on local government 
aims and objectives.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 2 - VE: 0 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 2 - ACC: 

2 - PAC: 0 - TRA: 2

101. It provides updated news.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 4 - VE: 4 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 5

102. It informs on Projects and Programs.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 3 - VE: 0 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 5 - ACC: 

5 - PAC: 0 - TRA: 5
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103. It shows the local government’s regulations.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 2 - VE: 0 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 5 - ACC: 

5 - PAC: 0 - TRA: 5

104. It includes authorities’ curriculum vitae.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 3 - VE: 3 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 3 - ACC: 

3 - PAC: 0 - TRA: 5

105. It informs the town hall telephone num-
bers.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 5 - VE: 0 - FU: 0
• MAINSTAYS: SER: 5 - DEM: 0 - ACC: 

5 - PAC: 0 - TRA: 0

1.16 Category: Links

106. When placing the mouse pointer over a link, 
it changes its color.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 5 - NA: 

3 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None

107. The visited link’s color is different from not 
visited links.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 3 - NA: 

4 - US: 3 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None

108. The link’s text isolated from its context, 
identifies the link.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 3 - NA: 

2 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

109. Between two adjacent links, printable 
characters separated by spaces are always 
included.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 3 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

110. All the links are underlined.
• ORIGIN: Research Team
• DESIGN AND CONTENT: FR: 3 - NA: 

4 - US: 3 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

111. Links to other web sites open in other win-
dow.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 4 - NA: 

4 - US: 3 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

112. The web site must not include downloads 
from others web sites.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

3 - US: 0 - AC: 4 - IN: 0 - VE: 5 - FU: 0
• MAINSTAYS: None

113. The Little hand appears over the link when 
pointing it with the mouse.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 5 - NA: 

4 - US: 4 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

114. If the web site includes link’s lists, they must 
be organized by categories.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 0 - AC: 3 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None
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115. The web site links the site with sites from 
national and international organizations.
• ORIGIN: ONTI
• DESIGN AND CONTENT: FR: 0 - NA: 

3 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 3
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 0

1.17 Category: Lists

116. Nested lists are labeled by level.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 3 - AC: 3 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

117. The web site uses numeric or alphabetic 
labels for the lists.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 3 - AC: 3 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

1.18 Category: Main Menu

118. The main menu does not include more than 
12 options in the same category.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 4 - NA: 

4 - US: 4 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

119. The main menu remains in all the page of 
the web site.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 5 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

120. If the main menu is built in Flash or Silverlight, 
all its options appear at the end of the page
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

1.19 Category: Menus in General

121. The menus must not include images without 
their text.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 5 - NA: 

0 - US: 3 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

122. When placing over a menu’s option, the rest 
of the options must not move.
• ORIGIN: Research Team
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 4- AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

123. When placing over a menu’s option, it high-
lights.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 3 - NA: 

3 - US: 3 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

124. The menu’s options are representatives.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 4 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None

125. The browser title bar shows actual page- 
municipality name.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 3 - NA: 

3 - US: 3 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 1 - DEM: 0 - ACC: 

1 - PAC: 0 - TRA: 0

1.20 Category: navigators

126.  The web site is optimized for a specific 
navigator (Explorer version…, Mozilla 
Firefox version…)
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None
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1.21 Category: Resources

127. The search box includes a button to begin 
searching.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 3 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 2 - DEM: 0 - ACC: 

2 - PAC: 0 - TRA: 0

128. It provides Help Area
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 4 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 3 - ACC: 

0 - PAC: 3 - TRA: 0

129. The web site includes search.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 5 - AC: 5 - IN: 0 - VE: 0 - FU: 3
• MAINSTAYS:   SER: 5 - DEM: 0 - ACC: 

0 - PAC: 5 - TRA: 0

130. It provides site’s use polls
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 3 - AC: 0 - IN: 0 - VE: 0 - FU: 2
• MAINSTAYS: SER: 0 - DEM: 3 - ACC: 

0 - PAC: 3 - TRA: 3

131. It provides local government’s actions and 
decisions polls.
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 3 - AC: 0 - IN: 0 - VE: 0 - FU: 3
• MAINSTAYS: SER: 0 - DEM: 5 - ACC: 

0 - PAC: 5 - TRA: 5

132. It provides Contact Us Form or E-mail 
Form.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 5 - VE: 2 - FU: 5
• MAINSTAYS: SER: 0 - DEM: 5 - ACC: 

0 - PAC: 5 - TRA: 0

133. The web site includes site map.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 5 - NA: 

5 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 3
• MAINSTAYS:   SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 0

134. It provides e-Newsletter
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 4
• MAINSTAYS: SER: 0 - DEM: 3 - ACC: 

3 - PAC: 0 - TRA: 3

135. It includes Suggestions and Complaints 
section.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 3
• MAINSTAYS: SER: 0 - DEM: 5 - ACC: 

0 - PAC: 5 - TRA: 5

136. The web site offers advanced search
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 3 - IN: 0 - VE: 0 - FU: 3
• MAINSTAYS: SER: 2 - DEM: 0 - ACC: 

0 - PAC: 2 - TRA: 0

137. It includes Chat Room
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 1
• MAINSTAYS: SER: 0 - DEM: 5 - ACC: 

0 - PAC: 5 - TRA: 0
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138. It includes Forums
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 2
• MAINSTAYS: SER: 0 - DEM: 5 - ACC: 

0 - PAC: 5 - TRA: 0

139. The web site offers FAQ and their answers’ 
section.
• ORIGIN: PUB [10]
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 0 - AC: 0 - IN: 2 - VE: 0 - FU: 0
• MAINSTAYS: SER: 0 - DEM: 4 - ACC: 

4 - PAC: 0 - TRA: 3

140. The web site allows printable version of 
some of its pages.
• ORIGIN: PUB [7]
• DESIGN AND CONTENT: FR: 4 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 2
• MAINSTAYS: SER: 4 - DEM: 0 - ACC: 

0 - PAC: 4 - TRA: 0

1.22 Category: technology

141. The web site includes semantic search
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 3 - NA: 

3 - US: 1 - AC: 0 - IN: 0 - VE: 0 - FU: 4
• MAINSTAYS: SER: 2 - DEM: 0 - ACC: 

2 - PAC: 0 - TRA: 0

142. The web site includes RSS
• ORIGIN: RT
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 2
• MAINSTAYS:   None

143. Mobile Site
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 3 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 3

1.23 Category: text

144. The web site includes headers in rows and 
columns of the tables
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

145. It explains the meaning of each abbreviation 
used in a document the first time it appears
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 0 - AC: 3 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   SER: 1 - DEM: 0 - ACC: 

1 - PAC: 0 - TRA: 2

146. It shows information organized by catego-
ries
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 4 - NA: 

0 - US: 4 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 3 - DEM: 0 - ACC: 

3 - PAC: 0 - TRA: 0

147. The special characters can be seen correctly
• ORIGIN: Research Team
• DESIGN AND CONTENT: FR: 5 - NA: 

0 - US: 3 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: None

148. It highlights important words
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 4 - NA: 

0 - US: 0 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   SER: 1 - DEM: 0 - ACC: 

1 - PAC: 0 - TRA: 0

149. Technical words are avoided or explained
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 5 - NA: 

0 - US: 0 - AC: 5 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 1 - DEM: 0 - ACC: 

1 - PAC: 0 - TRA: 3
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150. Text is organized in paragraphs.
• ORIGIN: W3C 
• DESIGN AND CONTENT: FR: 0 - NA: 

0 - US: 4 - AC: 4 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS: SER: 1 - DEM: 0 - ACC: 

1 - PAC: 0 - TRA: 0

151. The web site uses SanSerif type fonts
• ORIGIN: PUB [11]
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 0 - AC: 3 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None

152. The web site uses dots to join text subsets.
• ORIGIN: ONTI 
• DESIGN AND CONTENT: FR: 3 - NA: 

0 - US: 0 - AC: 0 - IN: 0 - VE: 0 - FU: 0
• MAINSTAYS:   None
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